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ABSTRACT

J/ψ Production in Heavy Ion Collisions at the STAR Detector at RHIC

Christopher Beresford Powell

November 2012

The success of the Standard Model of particle physics in describing a large variety

of experimental results has been supported by the prediction and subsequent discov-

ery of the charm, bottom, and top quarks, and the Z, W±, and Higgs bosons. The

theory of Quantum Chromodynamics (QCD), which describes the strong interaction

between quarks and gluons in the Standard Model, predicts a phase transition from

hadronic matter to a deconfined Quark Gluon Plasma (QGP) at high temperature

and energy density. The Relativistic Heavy Ion Collider (RHIC) was built to achieve

these conditions to test the predictions of QCD and understand the properties of a

deconfined medium. Charm (c) quarks have been suggested as ideal probes of the

medium created in heavy ion collisions, as they are created primarily in the initial

hard scattering of the collision because of their large mass.

The suppression of the charm anti-charm bound state J/ψ(1S) has been proposed

as a signature of the formation of a quark gluon plasma, and is expected to arise from

the color screening of the charm quark potential in a deconfined medium. There are,

however, other modifications to J/ψ production in heavy ion collisions that need to

be investigated in order for a suppression from color screening to be determined. Cold

Nuclear Matter (CNM) effects, which arise due to the presence of ordinary nuclear

matter in the collision, must be determined using d+Au collisions where nuclear mat-

ter is present but the formation of a QGP is not possible.

The production of J/ψ via the dielectron decay channel J/ψ → e+ + e− at the

STAR detector is presented in this thesis. The pT spectrum and nuclear modification

factor are calculated for J/ψ with pT < 5 GeV/c and |y| < 1 in d+Au and Au+Au at

a collision energy of
√
s

NN
= 200 GeV. The results in d+Au are used to determine the

cold nuclear matter effects, and the J/ψ nuclear absorption cross section is calculated.

These effects are subtracted from the J/ψ nuclear modification factor in Au+Au

collisions. A suppression in excess of the expectations from cold nuclear matter effects

consistent with the formation of a QGP is observed. The results are also compared to

model predictions involving a suppression from color screening, regeneration of J/ψ

from charm quarks in the QGP sea, feed-down from excited states and B decays,

and cold nuclear matter effects. The models agree with the data well and exhibit a

suppression of J/ψ increasing with collision centrality due to color screening.
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Chapter 1

Introduction

The understanding of nature and the properties of matter is one of the most impor-

tant questions of physics. The most fundamental aspect of this study is determining

the building blocks which comprise all matter, the elementary particles that make up

the universe, and elucidating their properties.

1.1 The History of Particle Theory

The idea that matter is made up of discrete and finite components has been present

for thousands of years, originating from the philosophies of ancient Greece and In-

dia [1]. These notions were later used by John Dalton who proposed that chemical

elements were made up of atoms in the early 19th century. Atoms were believed to

be the smallest constituent of matter until the end of the 19th century, when Joseph

Thompson discovered the electron in 1897 in his work with cathode rays. The nu-

cleus was later discovered in 1909 by Ernest Rutherford, who proposed the planetary

model of the atom, where negatively charged electrons orbited a positively charged

nucleus. This, along with the work from Max Planck and Albert Einstein on the

quantization of radiation and light, provided Niels Bohr with the tools to develop the

first atomic model based on quantum theory in 1913. This introduced the concept of

discrete energy levels of electron orbitals, and predicted the observed spectral lines
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of hydrogen. The understanding of the nucleus was improved again by Rutherford,

who found evidence for the proton in 1919, and inferred the existence of the neu-

tron, which was later discovered by James Chadwick in 1932. However, the Bohr

model fell short of explaining more complex atoms, and required the developments

of the exclusion principle formulated by Wolfgang Pauli in 1925 (and his later work

in understanding particle spin), and the uncertainty principle developed by Werner

Heisenberg in 1927. This, combined with the work of Louis de Broglie and Erwin

Schrödinger on the wave-like nature of particles in 1924 and 1926, respectively, led

to the description of the electron formulated by Paul Dirac in 1928, which combined

special relativity and quantum mechanics, and predicted the existence of anti-matter.

This was confirmed with the discovery of the positron by Carl Anderson in 1932, and

the observation of the anti-proton by Emilio Segré and Owen Chamberlain in 1955.

The alpha, beta, and gamma radiation from atoms had been observed by this time,

and the neutrino had been postulated by Pauli in 1930 to explain the continuous beta

decay spectrum. Enrico Fermi then introduced the weak interaction for the theory

of beta decay in 1933, which was the first theory to use the neutrino. Hideki Yukawa

proposed a theory in 1935 to describe strong nuclear interactions, which provided an

understanding for the binding of nuclei despite the electromagnetic repulsion of pro-

tons, as well as the limited range of the strong force compared to the electromagnetic

force.

Following the discovery of the pion in 1947, there was a dramatic increase in

the discovery of new particles with the invention of the bubble chamber in 1952 by

Donald Glaser, and the development of particle accelerators. A particle classification

system was developed by Murray Gell-Mann in 1961, in which hadrons (bound-states

of quarks) were organized using a group theory formalism of the flavor symmetry

under SU(3). This allowed for the prediction of unobserved particles, such as the Ω−,

which was later discovered in 1964. The necessity for an additional quantum num-

ber arose from the observation of the Ω− baryon, which is composed of three strange

quarks with parallel spins, and the ∆++ baryon, which is composed of three up quarks

2
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with parallel spins. Since quarks are fermions, these baryons were forbidden by the

Pauli exclusion principle. In order to resolve this problem, in 1965 Moo-Young Han,

Yoichiro Nambu, and Oscar W. Greenberg proposed that quarks possess color charge,

an additional SU(3) gauge degree of freedom.

From this theory came the quark model, proposed by Gell-Mann and George Zweig

in 1964, which hypothesized that these particles were not elementary, but rather were

composed of constituent particles named quarks. Their model involved three flavors

of quark, namely up, down, and strange, and these were given intrinsic properties

such as spin and electric charge. In order to better describe the weak interaction and

the known meson masses [2], a fourth quark, charm, was included. Then in 1973, in

order to explain the charge-parity (CP) violation observed in the weak interaction [3],

the existence of another pair of quarks was suggested, and these were named top and

bottom in 1975 [4].

There was much contention over the physical existence of quarks, until the dis-

covery of the up and down quark, and the indirect observation of the strange quark

in 1968 from deep inelastic scattering (DIS) experiments of leptons on hadrons [5, 6].

The validity of the quark model was further demonstrated in 1974, with the discovery

of the charm quark through the observation of the charm anti-charm bound state,

J/ψ. The bottom quark was observed several years later in 1977 [7], followed by the

top quark in 1995 [8].

In order to describe the interaction of leptons and quarks that make up the large

variety of observed particles, the Standard Model of Particle Physics was developed

throughout the later part of the 20th century. The first developments were made by

Abdus Salam, Steven Weinberg, and Sheldon Glashow [9], who made significant con-

tributions to the unified description of the electromagnetic and weak, or electroweak

interaction. The Higgs [10] mechanism was incorporated into the model in 1967 by

Weinberg [11], and is responsible for the masses of quarks and leptons, and of the

W and Z bosons which mediate the weak interaction. This was supported by the
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recent discovery of a boson compatible with the Higgs, which was announced on July

2012 [12]. The neutral weak current was observed in 1973, followed by the discovery

of the W and Z bosons in 1981 whose masses agreed with the predictions made by the

Standard Model. The strong force was later incorporated into the Standard Model

after the experimental verification of the existence of quarks. A brief overview of the

Standard Model is given below, and a comprehensive description can be found in [13].

1.2 The Standard Model

The Standard Model (SM) of particle physics is a quantum field theory that success-

fully describes the electromagnetic, weak, and strong interactions, and the elementary

particles that experience these interactions. It has been able to explain and calculate

a large variety of particles and their interactions, and has been experimentally verified

with the prediction and subsequent discovery of the charm, bottom, and top quark,

and of the W and Z bosons and their precise masses.

The Standard Model Lagrangian is derived from the global Poincarè symmetry

and is defined by the local gauge symmetry SU(3)⊗SU(2)⊗U(1), where SU(3) de-

scribes the symmetries of the strong interaction between the color charges, SU(2)

describes the weak symmetries, and U(1) describes the electromagnetic symmetries.

The Standard Model is not a complete theory of fundamental interactions, as it does

not incorporate gravity. It is also in conflict with observations from cosmology, as

the Standard Model does not include dark matter. Despite this, the Standard Model

has been incredibly successful in explaining and predicting a large variety of observed

particles.

The idea behind the Standard Model is that there are a small number of elemen-

tary particles and the abundant variety of composite particles that we observe can be

explained by the interactions between these fundamental particles. The elementary

particles in the SM are separated into two groups; spin particles, known as Fermions,
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and the force mediators of the fundamental interactions, gauge Bosons, which have

integral spin.

Fermions are classified by how they interact, and are separated into six leptons

and six quarks. They are further separated into three generations of increasing mass,

each with similar properties. The charge −1 leptons, the electron (e−), muon (µ−),

and tau (τ−), form the three lepton generations, along with their chargeless neu-

trino pairs, νe, νµ, and ντ . The quarks carry fractional electric charge of +2/3e or

−1/3e and are grouped as such, with up (u) and down (d), charm (c) and strange

(s), and top (t) and bottom (b) forming the three generations. This is illustrated in

Table 1.1, and the mass of each particle is given [13]. The SM predicts that neutrinos

are massless. However, non-zero masses are required to explain the observed neutrino

oscillations, implying that neutrinos must have a mass. For each particle shown in

Table 1.1, there exists an anti-particle with opposite quantum numbers (e.g. charge,

lepton number, etc.). The first generation are the lightest particles that do not decay

and make up the atoms we observe in nature. The more massive higher generation

particles are short-lived (except for neutrinos) and only exist in high-energy envi-

ronments. Fermions follow the Pauli exclusion principle because of their half-integer

spin, giving rise to the electron orbital structure in atoms. The defining property of

quarks is that they carry a color charge and experience the strong interaction. In

addition, they also carry an electric charge and weak isospin, and as a result also

interact through the electromagnetic and weak interaction.

The gauge bosons are the force carriers that mediate the electromagnetic, weak,

and strong interactions in the Standard Model. These spin 1 particles can be sep-

arated according to the interaction types, and the number of gauge bosons in each

interaction is determined by the dimension of their gauge group. The electromagnetic

mediator is the photon (γ), which is a massless and chargeless particle that couples to

electric charge and is well described by Quantum Electrodynamics (QED). The me-

diators of the weak interaction are the neutral Z0 boson, and the W± bosons, which

carry a charge of ±1e. The strong force mediators are the gluons, which are massless
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and interact with the color charge of quarks. There are eight types of gauge gluons for

each non-vanishing color-anticolor charge combination, and the non-zero color charge

of the gluons means that they are also self-interacting. The fundamental interactions

are summarized in Table 1.2 along with their gauge boson charge and mass [13].

The strong force between the color charge of quarks and gluons is responsible for

the binding of nucleons into a nucleus, and also for the binding of quarks into hadrons.

The theory of Quantum Chromodynamics is used to describe the strong interaction

between quarks and gluons, and this is discussed in the following section.

Table 1.1: The Fermions in the Standard Model [13].

Charge 1st Generation 2nd Generation 3rd Generation

(e) Flavor Mass (GeV/c2) Flavor Mass (GeV/c2) Flavor Mass (GeV/c2)

Quarks

+2/3 u 2.3+0.7
−0.5 × 10−3 c 1.275± 0.025 t 173.5± 0.6± 0.8

−1/3 d 4.8+0.7
−0.3 × 10−3 s 0.095± 0.005 b 4.18± 0.03

Leptons

−1 e− 0.51× 10−3 µ− 0.11 τ− 1.78

0 νe < 0.46× 10−6 νµ < 0.19× 10−3 ντ < 18.2× 10−3

Table 1.2: The gauge Bosons of the fundamental interactions in the Standard Model.

Interaction
Electroweak

Strong
Electromagnetic Weak

Gauge Boson γ W± Z0 gluons

Charge 0 ±1 0 0

Mass (GeV/c2) 0 80.399± 0.023 91.1876± 0.0021 0
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1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the non-Abelian SU(3) Yang-Mills gauge theory

of the strong interaction, and describes the fundamental force experienced by color-

charged fermions (quarks) and mediated by gluon exchange in the Standard Model.

The gauge invariant QCD Lagrangian, which describes the dynamics of the quarks

and gluons, is:

LQCD = −1

4
Ga

µνG
µν
a + ψ̄i

q

(
iγµ (Dµ)ij −mδij

)
ψj

q , (1.1)

(Dµ)ij = δij∂µ +
i

2
gsλ

a
ij (Gµ)a , (1.2)

where ψi
q are the 4-component Dirac spinor quark fields in SU(3), i and j are the quark

color, q is the quark flavor, m is the quark mass, and γµ are the Dirac matrices. The

tensor Ga
µν represents the gauge invariant gluon field strength:

Ga
µν = ∂µG

a
ν − ∂νG

a
µ − gsf

abcGbµGcν (1.3)

where Ga
µ are the Yang-Mills gluon fields, gs is the QCD coupling constant, and fabc

are the structure constants of SU(3). The fields in the first two terms are similar

to those in Quantum Electrodynamics, except that there are 8 gluons rather than

1 photon which mediate the interaction. However, unlike QED, the gluons possess

a non-vanishing color charge which is described by the third term in the gluon field

strength.

Quantum Chromodynamics provides a description of the strong interaction and

the quarks and gluons experiencing this force. Several interesting properties and

features of QCD that can be used to test the validity of the Standard Model are

described next.
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1.3.1 Quarks and Gluons

Quarks possess color charge unlike leptons, and as a result they interact through the

strong force. Gluons are the massless gauge bosons of the strong interaction, and in-

teract with the color charge of quarks. However, since gluons also carry color charge,

they are able to self-interact as well. This feature of a non-abelian gauge theory

greatly complicates the possible interactions in contrast to QED, where the photon

carries no electric charge.

There are three color charges a quark can possess, red (r), green (g), and blue (b),

and three corresponding anti-colors (r̄, ḡ, and b̄) for the anti-quarks. Quarks bind

together through the strong interaction to form color-neutral bound-states, known

as hadrons, through the combination of a quark and anti-quark, known as a meson,

or through the combination of three quarks or anti-quarks each with different color,

known as a baryon. Hadrons only exist in color-neutral states because of a property

of QCD called color confinement, and this is discussed in the following section. This

means that the color charge of the constituent quarks in a hadron must combine to

a net color charge of zero. Mesons are formed from quark pairs with color and anti-

color, such as red and anti-red (rr̄), to form a color neutral state. Similarly, baryons

are formed from quarks with all three colors (r, g, b) or anti-colors (r̄ḡb̄), to form

a net color charge of zero. Because hadrons only exist in color neutral states, free

quarks and gluons cannot be observed and their properties cannot be directly mea-

sured. There are however some features of QCD that make it possible to to study the

behavior of quarks and the strong interaction, and test the predictions made by QCD.

1.3.2 The QCD Running Coupling Constant

The QCD interaction strength is parameterized by the renormalized strong coupling

constant (αs ≡ g2
s/4π). The magnitude of αs depends on the energy scale or momen-

tum transfer (Q), which is determined by the mass (m) of the gauge boson exchanged

in the interaction. The Heisenberg uncertainty principle allows short-lived (virtual)
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gauge bosons to acquire a mass that may differ from the nominal value, allowing

virtual gluons and photons to acquire a non-zero mass. While the value of αs at a

given energy scale cannot be predicted by QCD and relies on experiment, the energy

dependence of αs can be calculated. If the value of αs is known at a specific energy

scale Q, then the energy dependence can be obtained using the QCD renormalization

group β-function [14]. To first order, the interaction strength can be written as

αs

(
Q2
)
≈ 1

β0 ln
(
Q2/Λ2

QCD

) , (1.4)

where ΛQCD is the QCD scale, β0 = (33− 2Nf )/12π is a positive-definite coefficient,

and Nf are the number of active quark flavors, which depends on the energy scale.

Higher-order approximations for αs can be found in [15]. At mass scales approach-

ing the QCD scale, Q → ΛQCD, QCD is strongly coupled. However, as the energy

scale increases, αs → 0 and QCD can be calculated using perturbation theory. The

distance of the interaction is inversely proportional to the energy scale, and large-Q2

interactions signify short distances.

Values for αs have been obtained from experiment, and recent calculations have

used τ -decays, global fits of electroweak data, and measurements of the proton struc-

ture function to determine αs using pQCD calculations up to O(α4
s) [15]. Measure-

ments of αs are shown in Fig. 1.1 for a range of energy scales from Q = 1.78 GeV to

Q = 209 GeV. The world average value of the strong coupling constant is evaluated

at the mass of the Z boson, and is calculated as αs(MZ0) = 0.1184± 0.0007 [15]. The

measured values of αs are compared to the QCD predictions using the world average

of αs (MZ0) (lines), and the predictions are able to reproduce the experimental data

with high precision.

The strength of αs increases at low energy scales or over long ranges, unlike the

electromagnetic force which decreases with increasing separation. As a result, an infi-

nite amount of energy is needed to separate quarks and overcome the strong force. At

large enough distances, less energy is required to produce another quark anti-quark

pair than to increase the separation distance and additional quark anti-quark pairs
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are created (fragmentation). This means that quarks can never be isolated and are

confined to color neutral bound states. This property of QCD, known as color con-

finement, has so far not been mathematically proven. However it does explains the

failure in the search for free quarks, and can be verified using lattice QCD (lQCD)

which is briefly described in the following section.

12 Siegfried Bethke: The 2009 World Average of αs

of the measurements with the others, exclusive averages,
leaving out one of the 8 measurements at a time, are cal-
culated. These are presented in the 5th column of table 1,
together with the corresponding number of standard de-
viations 5 between the exclusive mean and the respective
single measurement.

As can be seen, the values of exclusive means vary only
between a minimum of 0.11818 and a maximum 0.11876.
Note that in the case of these exclusive means and ac-
cording to the ”rules” of calculating their overall errors,
in four out of the eight cases small error scaling factors
of g = 1.06...1.08 had to be applied, while in the other
cases, overall correlation factors of about 0.1, and in one
case of 0.7, had to be applied to assure χ2/ndf = 1. Most
notably, the average value αs(MZ0) changes to αs(MZ0) =
0.1186±0.0011when omitting the result from lattice QCD.

5 Summary and Discussion

In this review, new results and measurements of αs are
summarised, and the world average value of αs(MZ0), as
previously given in [7,28,6], is updated. Based on eight
recent measurements, which partly use new and improved
N3LO, NNLO and lattice QCD predictions, the new av-
erage value is

αs(MZ0) = 0.1184± 0.0007 ,

which corresponds to

Λ(5)

MS
= (213± 9 )MeV .

This result is consistent with the one obtained in the pre-
viuos review three years ago [28], which was αs(MZ0) =
0.1189±0.0010. The previous and the actual world average
have been obtained from a non-overlapping set of single
results; their agreement therefore demonstrates a large de-
gree of compatibility between the old and the new, largely
improved set of measurements.

The individual mesurements, as listed in table 1 and
displayed in figure 5, show a very satisfactory agreement
with each other and with the overall average: only one
out of eight measurements exceeds a deviation from the
average by more than one standard deviation, and the
largest deviation between any two out of the eight results,
namely the ones from τ decays and from structure func-
tions, amounts to 2 standard deviations 6.

There remains, however, an apparent and long-standing
systematic difference: results from structure functions pre-
fer smaller values of αs(MZ0) than most of the others, i.e.
those from e+e− annihilations, from τ decays, but also
those from jet production in deep inelastic scattering. This
issue apparently remains to be true, although almost all of
the new results are based on significantly improved QCD

5 The number of standard deviations is defined as the
square-root of the value of χ2.

6 assuming their assigned total errors to be fully uncorre-
lated.

predictions, up to N3LO for structure functions, τ and Z0

hadronic widths, and NNLO for e+e− event shapes.
The reliability of “measurements” of αs based on “ex-

periments” on the lattice have gradually improved over
the years, too. Including vaccum polarisation of three light
quark flavours and extended means to understand and cor-
rect for finite lattice spacing and volume effects, the overall
error of these results significally decreased over time, while
the value of αs(MZ0) gradually approached the world aver-
age. Lattice results today quote the smallest overall error
on αs(MZ0); it is, however, ensuring to see and note that
the world average without lattice results is only marginally
different, while the small size of the total uncertainty on
the world average is, naturally, largely influenced by the
lattice result.

QCD !  ("  ) = 0.1184 ± 0.0007s Z

0.1

0.2

0.3

0.4

0.5

!!s (Q)

1 10 100Q [GeV]

Heavy Quarkonia
e+e–  Annihilation
Deep Inelastic Scattering

July 2009

Fig. 6. Summary of measurements of αs as a function of the
respective energy scale Q. The curves are QCD predictions for
the combined world average value of αs(MZ0), in 4-loop ap-
proximation and using 3-loop threshold matching at the heavy
quark pole masses Mc = 1.5 GeV and Mb = 4.7 GeV. Full sym-
bols are results based on N3LO QCD, open circles are based on
NNLO, open triangles and squares on NLO QCD. The cross-
filled square is based on lattice QCD. The filled triangle at
Q = 20 GeV (from DIS structure functions) is calculated from
the original result which includes data in the energy range from
Q =2 to 170 GeV.

In order to demonstrate the agreement of measure-
ments with the specific energy dependence of αs predicted
by QCD, in figure 6 the recent measurements of αs are
shown as a function of the energy scale Q. For those results
which are based on several αs determinations at different
values of energy scales Q, the individual values of αs(Q)

Figure 1.1: The strong coupling constant αs as a function of the energy scale Q, from

various experiments and QCD predictions. Figure taken from [15].
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1.3.3 Asymptotic Freedom

The color confinement of quarks inside bound state hadrons means that quarks and

gluons cannot be studied in isolation under ordinary conditions, which provides chal-

lenges to testing the theory of QCD. However, the strong coupling constant decreases

for large energy scales and short distances, as illustrated in Fig. 1.1. Under extreme

conditions, αs → 0 and Asymptotic Freedom is achieved, whereby quarks and gluons

behave like quasi-free particles.

At sufficiently large energy scales where αs � 1, QCD can be calculated pertur-

batively using perturbative QCD (pQCD) [16] by computing a truncated expansion

of physical quantities in powers of αs. Perturbative QCD can only be used where

αs � 1, and is not valid for Q < 1 GeV.

Non-perturbative techniques have been developed to describe low energy scale

interactions, such as the fragmentation of quarks and gluons into colorless hadrons

(hadronization), however the mechanism behind hadronization is still not well under-

stood. The most developed non-perturbative QCD method is that of Lattice Gauge

Theory (lQCD) [17, 18], which applies field operators to a discrete 4-dimensional

space-time lattice of hypercubes. This approach utilizes Monte Carlo methods and

numerical simulations, and lattice spacings are varied to understand the sensitivity

of the calculations to the lattice size in attempts to approach a continuum limit.

This method has been very successful, and has provided accurate predictions for the

mass of various hadrons [19] and the value of αs with a precision of 1% [20]. There

are, however, limitations to lQCD, as calculations can only be performed at zero net

baryon density, µB = 0. Several techniques have been developed to try solve this [21],

however none have been successful so far.

Perturbative and lattice QCD provides different tools to calculate physical quan-

tities that can be measured experimentally, which is essential in verifying the validity

and success of the Standard Model. There are some limitations to these calculations,
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as pQCD can only be used for Q > 1 GeV, and lQCD calculations can only be per-

formed for µB = 0. Calculations outside of these limits rely on extrapolating from

regions where these conditions are met, and the validity of these approximations also

requires experimental verification.

1.3.4 QCD Phase Transition

QCD predicts that, under conditions of extremely high temperatures and densities,

hadronic matter will undergo a phase transition or crossover to a new form of matter

known as Quark Gluon Plasma (QGP) [22, 23, 24, 25, 26, 27]. In this new phase,

quarks and gluons are deconfined from bound states of hadrons and become the rel-

evant color degrees of freedom (dof). A phase transition from the ordinary hadronic

matter observed in nature to a new phase populated by quarks and gluons is one

of the most striking predictions of QCD. Observing this new state of matter would

provide strong evidence for the success of QCD and the Standard Model.

Deconfinement results from the screening of the color charge between quarks and

gluons in the high density environment, analogous to the Debye screening of electric

charge. When the screening radius becomes smaller than the hadron radius, the in-

teraction strength between the quarks is no longer enough to keep them bound. At

this point, deconfinement sets in and hadronic matter transitions to a soup of quarks

and gluons. Quark Gluon Plasma has never been directly observed, and was expected

to exist in the early universe microseconds after the Big Bang [26] when the energy

density was sufficiently large.

Lattice QCD predicts a phase transition from hadronic matter to a QGP to occur

at a critical temperature Tc, where Tc ∼ 150− 180 MeV [28] depending on the meth-

ods used for the lattice calculation and temperature extraction. The phase transition

is illustrated in Fig. 1.2, where the temperature dependence of the pressure p/T 4 is

shown for several flavor configurations (left panel). A sharp increase in the pressure
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can be observed around Tc regardless of the number of flavors, and this results from

the appearance of the color dof of the quarks. The energy density ε/T 4 is shown

versus T/Tc (right panel), and the transition can be observed for T/Tc ∼ 1 where the

energy density sharply increases. The arrows indicate the Stefan-Boltzmann limits

for massless, non-interacting quarks and gluons.
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Figure 4. The pressure in QCD with nf = 0, 2 and 3 light quarks as well as two light
and a heavier (strange) quark. For nf != 0 calculations have been performed on a Nτ = 4
lattice using improved gauge and staggered fermion actions. In the case of the SU(3) pure
gauge theory the continuum extrapolated result is shown. Arrows indicate the ideal gas
pressure pSB as given in Eq. 3.

3. The Equation of State

When discussing the equation of state of QCD, e.g. the temperature dependence of
the energy density (ε) and pressure (p), we should at least distinguish three regimes; the
high temperature regime (T>∼1.5Tc), the critical region (T # Tc) and the low temperature
regime (T<∼0.9Tc). The calculation of ε as well as p on the lattice is most difficult below
Tc where these observables are exponentially suppressed, which is true even for realistic
pseudo-scalar meson masses, mPS ∼ Tc. We therefore will concentrate on a discussion of
the two former temperature regimes.

At high temperature we expect that p/T 4 and ε/T 4 will asymptotically approach the
free gas limit for a gas of gluons and nf quark flavours,

εSB

T 4
=

3pSB

T 4
=

(

16 +
21

2
nf

)π2

30
. (3)

From calculations in the quenched limit, the pure SU(3) gauge theory, we know that
the high-T ideal gas limit is reached only very slowly [1]. In fact, for T # (2 − 4)Tc

thermodynamic quantities deviate by about 15% from the limiting ideal gas value. This
deviation is too big to be understood in terms of ordinary high temperature perturbation
theory which converges badly at these low temperatures [13]. However, it is naturally
accounted for in quasi-particle models [14] and resummed perturbative calculations [15].

A similar deviation from ideal gas behaviour has now been found in simulations of
QCD with 2 and 3 degenerate quark flavours as well as in a simulation with two light and
one heavier quark mass [11]. The results of this calculation which has been performed
with an improved gauge and an improved staggered fermion action (p4-action) are shown
in Figure 4. As the p4-action is known to lead to much smaller cut-off distortions in
the high-T limit than the standard actions, it also becomes meaningful to compare these
results with continuum models and perturbative calculations at high temperature [15].
We stress, however, that a final extrapolation to the continuum limit still has to be done
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Figure 5. The energy density in QCD. The left (right) figure shows results from a calcula-
tion with improved staggered (Wilson) fermions on lattices with temporal extent Nτ = 4
(Nτ = 4, 6). Arrows in the left figure show the ideal gas values εSB as given by Eq. 3.

for QCD with light quarks. From an analysis of the cut-off dependence of the p4-action
and the experience gained in the pure gauge sector one expects that the results shown in
Figure 4 are still systematically below the final continuum extrapolated result.

The pressure shown in Figure 4a for QCD with different number of flavours as well as
for the pure SU(3) gauge theory clearly reflects the strong change in the number of degrees
of freedom in the high temperature phase. Moreover, the dependence of Tc on the number
of partonic degrees of freedom is clearly visible. In view of this it indeed is striking that
p/pSB is almost flavour independent when plotted in units of T/Tc (Figure 4b).

Unfortunately, Wilson actions with similarly good high temperature behaviour have not
been constructed so far. The Clover action does not improve the ideal gas behaviour, i.e. it
has the same infinite temperature limit as the Wilson action. Consequently one observes
an overshooting of the ideal gas limit at high temperature which reflects the cut-off effects
in the unimproved fermion sector [16]. These cut-off effects are, however, unimportant in
the vicinity of the phase transition where correlation lengths become large. It thus makes
sense to compare results obtained with different actions in this regime. In Figure 5 we
show recent results for the energy density obtained with improved staggered3 and Wilson
[16] fermions. We note that these calculations yield consistent estimates for the energy
density at Tc

εc ! (6± 2)T 4
c . (4)

This estimate also is consistent with results obtained for the energy density from calcu-
lations with a standard staggered fermion action [17].

3This figure for staggered fermions is based on data from Ref [11]. Here a contribution to ε/T 4 which is
proportional to the bare quark mass and vanishes in the chiral limit is not taken into account.

Figure 1.2: The evolution of pressure (left) and energy density (right) for three differ-

ent flavor configurations. The arrows indicate the SB limits. Figure taken from [28].

The QCD phase diagram is schematically depicted in Fig. 1.3, and is described

using the temperature and baryon chemical potential. Ordinary matter exists at low

temperature and chemical potential as a hadron gas, and at high temperatures the

hadrons melt and a phase transition to a QGP is expected. The results from lattice

calculations indicate that at zero net baryon chemical potential, µB = 0, the transi-

tion from hadronic matter to a quark gluon plasma for T > Tc is a smooth crossover

(dashed line). At higher µB, a first-order phase transition is expected [29, 30] (solid

line), resulting in the existence of a critical point (circle) in the QCD phase dia-

gram where the transition to a deconfined phase changes from a crossover to a first-

order. Calculations indicate that the critical point is expected to exist in the range

250 < µB < 450 MeV [31, 32].
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Figure 1.3: The QCD phase diagram, indicating the first order (solid line) and

crossover (dotted line) phase transition, critical point (circle), and evolution of several

colliders (arrows). Figure taken from [33].

Experiments have been developed to explore the QCD phase diagram and create

conditions where the transition to a QGP should be possible in order to test the

predictions made by QCD and verify the success of the Standard Model. Various

signatures have been suggested to experimentally determine the existence and prop-

erties of this new form of matter [34, 35], and these are discussed in the following

section.
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1.4 Relativistic Heavy Ion Collisions

The Relativistic Heavy Ion Collider (RHIC) located at the Brookhaven National Lab-

oratory (BNL) was designed and built to exceed the conditions required for QGP

formation, and has been successfully colliding heavy ions at relativistic energies since

it began operation in 2000. The experimental layout of this facility is described in

Chapter 3.

A description of the space-time evolution, energy density, and freeze-out condi-

tions of heavy ion collisions at RHIC are discussed in this section. This is followed

by a description of several signatures for the existence of a QGP in heavy ion colli-

sions. A description of useful kinematic variables and other relevant definitions used

in heavy ion collisions can be found in Appendix A.

In order to provide further information about the medium created in relativistic

heavy ion collisions, the J/ψ vector meson has been extensively studied. This thesis

will provide new results on J/ψ production at the STAR detector at RHIC in d+Au

and Au+Au collisions at
√
s

NN
= 200 GeV. These results will be compared to J/ψ

production in elementary p+p collisions to determine if there are any modifications

from the nuclear environment. A motivation for using heavy quarks to test QCD is

provided at the end of this chapter, and a detailed description of J/ψ production in

heavy ion collisions is provided in Chapter 2.

1.4.1 Quark Gluon Plasma

The space-time evolution of a heavy ion collision is shown in Fig. 1.4 (right panel).

The evolving collision system is shown at various stages for different temperatures/times

(right panel), and has been rotated by 90 degrees to schematically describe the var-

ious stages of the space-time evolution of the collision. This is only an illustration,

and the various stages of the collision do not line up with the edges of any phase

in the space-time evolution. The incoming nuclei moving at relativistic speeds are
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Lorentz contracted in the direction of motion, forming thin disks. As the nuclei col-

lide, the partons experience hard (high-Q2) interactions in the pre-equilibrium phase

from which many particles, including heavy quarks and high-pT jets, are formed. As

the nuclei traverse each other, they create a fireball in which the temperature and

density increase and more quark anti-quark pairs are created. As the energy density

reaches the critical value, deconfinement sets in and the system undergoes a phase

transition to a quark gluon plasma. The pressure of the system causes the fireball to

expand, and temperatures and densities begin to decrease until the phase boundary

is reached and hadronization occurs. The strong interaction drives the system to-

wards the chemical freeze-out temperature (Tch), after which particle ratios become

fixed [36]. This is followed by kinetic freeze-out (Tkin) after which inelastic collisions

cease and particle momenta are fixed [37].
2.1. EXPERIMENTAL PROGRAMS
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Figure 2.1: The space-time evolution of a heavy-ion collision [43]. τ0 is the par-
ticle formation time, TC is the critical temperature, Tch is the chemical freeze-out
temperature, and Tfo is the thermal freeze-out temperature.

2.1 Experimental Programs

To date, there have been three dedicated experimental programs in search of the

QGP using relativistic heavy-ion collisions. The Alternating Gradient Synchrotron

(AGS) at Brookhaven National Laboratory, USA, collided Si+Al, Si+Au and Au+Au

nuclei in the centre of mass energy per nucleon range
√

sNN ∼ 2-5 GeV. The Su-

per Proton Synchrotron (SPS) at CERN, Switzerland, collided various ions such as

p+Be, O+O, S+S and Pb+Pb in range
√

sNN ∼ 8-17 GeV. Both facilities which

started operations in the mid 1980s, ran in a fixed target mode which involved col-

liding beams with stationary targets. The Relativistic Heavy Ion Collider (RHIC),

which began operations in 1999, is also able collide a variety of species such as p+p,

d+Au, Cu+Cu, and Au+Au nuclei with centre of mass energies
√

sNN ∼10-200

21

Figure 1.4: The space-time evolution of a heavy ion collision with a phase transition

to a quark gluon plasma. Figure taken from [38, 39].

The deconfined state is very short-lived, and hadronization sets in before particles
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can be detected. As a result, the quark gluon plasma cannot be directly observed,

and indirect methods must be used to infer its properties based on the analysis of

hadrons detected in the final state. Strong experimental arguments have been pre-

sented to determine whether the conditions created in heavy ion collisions at RHIC

exceed those where a phase transition is expected, and indicate that the transition to

a QGP has indeed occurred [34, 35]. Some of these features are discussed next.

1.4.2 Initial Energy Density

The formation of a QGP is expected if the energy density exceeds the critical energy

density, εc & 1 GeV/fm3 [40, 41, 28]. The Bjorken energy density [42] is used as a

measure of the peak energy density in created particles, and is defined as

εBj (τ) =
1

Aτ

dET (τ)

dy
, (1.5)

where A is the area of the overlapping nuclei, τ is the formation time, and dET (τ) /dy

is the transverse energy per unit of rapidity. The Bjorken energy density is estimated

to reach 5.4 GeV/fm3 at RHIC for
√
s

NN
= 200 GeV [43], assuming a formation time

τ = 1 fm/c. This calculation determines the overlap area of the nuclei using a Monte

Carlo simulation and models the nuclei density profile using a Woods-Saxon param-

eterization, and further details including the values for dET (τ) /dy can be found

in [44]. However, these estimates for the Bjorken energy require a small crossing time

for the nuclei (τ < 2R/γ = 0.13 in Au+Au collisions at
√
s

NN
= 200 GeV at RHIC),

and assume a formation time of 1 fm/c without justification. They also rely on a

correction to estimate dET (τ) /dy from the experimentally measured dET (τ) /dη.

As a result, these calculations for the Bjorken energy can only provide an indication

for the actual peak energy density.

In order to calculate a more realistic measure of the Bjorken energy density, a

lower limit of the measured transverse mass has been used to estimate a formation

time of τ = 0.35 fm/c in Au+Au collisions [35], satisfying the condition τ > 2R/γ.
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Using dET (τ) /dη rather than an estimaste for dET (τ) /dy, they obtain a lower limit

to the Bjorken energy of 〈εBj〉 = 15 GeV/fm3. This significantly exceeds the critical

energy density required for the formation of a quark gluon plasma, which is estimated

to be εc = 0.7 GeV/fm3 for 2-flavor QCD [28].

1.4.3 Temperature and Spectra

The spectra of identified particles has provided abundant information about rela-

tivistic heavy ion collisions [34, 35]. The multiplicity density of particles can provide

information on the initial gluon density [45], while particle ratios and transverse mo-

mentum spectra can be used to measure the chemical and kinetic freeze-out conditions

of the collision, respectively [36, 37]. 4
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FIG. 1: Invariant yield as function of transverse mass for π±, K±, and inclusive p and p̄ at mid-rapidity (|y| < 0.1) for pp
(bottom) and Au+Au events from 70-80% (second bottom) to the 0-5% centrality bin (top). Statistical and point-to-point
systematic errors have been added in quadrature. Additional correlated systematic error due to uncertainty in the normalization
is estimated to be 5%. Open circles are for positive particles (all proton spectra are scaled by 0.8), and closed triangles are for
negative particles. The curves shown (Bose-Einstein fits for π− and blast-wave model fits for K− and p̄) are explained in the
text.

spectra for π±, K±, p and p̄ for pp and all centrality bins
of Au+Au data within |y| < 0.1. For clarity, proton spec-
tra are scaled by 0.8. Particle and anti-particle spectra
shapes are similar for each centrality bin. While the π±

spectra shapes are similar for pp and Au+Au, K±, p and
p̄ spectra show a progressive flattening from pp to cen-
tral Au+Au events. Our pp results are consistent with
previous measurements at similar multiplicities [13].

The blast-wave model − a hydrodynamically moti-
vated model with a kinetic freeze-out temperature Tkin

and a transverse flow velocity field β [4] − can simul-
taneously fit the K±, p and p̄ spectra and the high-p⊥
part (p⊥ > 0.50 GeV/c) of the π± spectra. We used
a velocity profile of β = βs(r/R)n, where r ≤ R (the
term r/R accounts for the change in the velocity as a
function of radial distance), βs is the surface velocity,
and n is treated as a free parameter. The value of n
ranges from 1.50 ± 0.29 in peripheral to 0.82 ± 0.02 in
central events. The fit results are superimposed in Fig.
1(b,c). The obtained fit parameters for the 0-5% Au+Au
events are Tkin = 89 ± 10 MeV and 〈β〉 = 0.59 ± 0.05,
βs = 0.84± 0.07, and are similar to the 130 GeV results
reported in [9, 14]. The systematic uncertainties in the
fit parameters are estimated by excluding the kaon or the
(anti)proton spectra from the fit.

Recent attempts to fit the measured RHIC spectra
with a single (chemical and kinetic) freeze-out temper-
ature claim this is possible if all the resonance and weak

decay feed-downs are taken into account [15]. Our MC
study of that scenario shows significantly higher χ2/NDF
compared to our blast-wave fits.

The low-p⊥ part of the pion spectrum deviates from
the blast-wave model description, possibly due to large
contributions from resonances at low p⊥. We fit the pion
spectra to a Bose-Einstein distribution (∝ 1/(exp m⊥

T −
1)), the results of which are superimposed in Fig.1(a).
The yields outside the measured p⊥ region are extrapo-
lated using the blast-wave model for K±, p and p̄ and
the Bose-Einstein distribution for π±. The uncertainties
on these extrapolations are estimated by comparing to
results using other functional forms. The estimated ex-
trapolation uncertainties in the 〈p⊥〉 and total yield are
5% for π± and 5 to 10% for K±, p and p̄ (varying from
pp to central Au+Au collisions). For the 0-5% Au+Au
collisions, the integrated yields are dN/dy = 322± 32 for
π+, 327 ± 33 for π−, 51.3 ± 7.7 for K+, 49.5 ± 7.4 for
K−, 34.7 ± 6.2 for p and 26.7 ± 4.0 for p̄. The obtained
p/p ratio for the 0-5% Au+Au collisions is 0.77 ± 0.05,
indicating a nearly net-baryon free mid-rapidity region
at this RHIC energy.

We extract the fiducial dN/dy by summing up the
yields within the p⊥ range of 0.20-0.70 GeV/c for π−,
0.25-0.60 GeV/c for K−, and 0.50-1.05 GeV/c for p̄.
Figure 2 depicts the rapidity dependence of the fiducial
dN/dy and extrapolated 〈p⊥〉 for the 0-5% and 70-80%
Au+Au events. We do not observe changes in either

Figure 1.5: The invariant yield versus transverse mass for π±, K±, p, and p̄ in p+p

(bottom) and Au+Au 70−80% (second bottom) to 0−5% (top) at
√
s

NN
= 200 GeV.

Figure taken from [46].

The invariant yield versus transverse mass (mT =
√
pT

2 +m2) for identified π±,

K±, p, and p̄ at
√
s

NN
= 200 GeV obtained at the STAR detector at RHIC [46]
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are shown in Fig. 1.5 for p+p collisions (bottom), and Au+Au collisions for 0 − 5%

(top), 5 − 10%, 10 − 20%, 20 − 30%, 30 − 40%, 40 − 50%, 50 − 60%, 60 − 70%,

and 70− 80% (second from bottom) collision centrality. Positively charged particles

are shown as open symbols, while negatively charged particles are shown as closed

symbols. The proton spectra is scaled by 0.8. The slope of the distributions flattens

for heavier particles, which indicates a collectivity of final-state particles increasing

with collision centrality.

A hydrodynamically motivated Blast Wave [47, 37] model has been used to de-

scribe the transverse mass spectra, and is given as:

dN

mT dmT

∝
∫ R

0

rdrmT I0

(
pT sinh ρ

T

)
K1

(
mT cosh ρ

T

)
, (1.6)

where R is the transverse size of the system, I0 and K1 represent modified Bessel

functions, and T is the freeze-out temperature. The boost angle ρ = tanh−1 β depends

on the transverse velocity distribution β in 0 ≤ r ≤ R, which is parameterized by the

surface velocity βs. The transverse velocity distribution is given as

β(r) = βs

( r
R

)n

, (1.7)

where n is treated as a free parameter in [46]. The Blast Wave model has been si-

multaneously fitted to the K±, p, p̄, and high-pT (pT > 0.5 GeV/c) part of the π±

spectra with a kinetic freeze-out temperature (Tkin) and transverse flow (β) as free

parameters [46]. A kinetic freeze-out temperature in 0−5% central Au+Au collisions

of Tkin = 89± 10 MeV was obtained from the fit.

Thermal models [36, 48, 49] have been used to successfully describe particle ratios

observed in heavy ion collisions, and the temperature and baryon chemical potential

at freeze-out to be Tchem = 165± 7 MeV and µB
chem = 41± 5 MeV, respectively [50].

These values depend on the implementation of the thermal model, with some esti-

mates for the temperature reaching 190 MeV. The estimates for the chemical freeze-

out temperature are consistent with the critical temperature calculated using lattice

QCD. The temperature in the dense fireball created in the initial collision system is
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hotter than the temperature at freeze-out, indicating that the critical temperature

was exceeded in relativistic heavy ion collisions at RHIC. However, these models do

assume that local thermalization of the medium created in heavy ion collisions has

been reached, which has not been verified.

equilibrium q-entropy [18]. The successful application of Levy
functions (T BWpp) to the spectra in p+p collisions at RHIC re-
sulted in q values significantly larger than unity and are different
between the groups of baryons and mesons [10, 25]. However,
in the central Au+Au collisions, the spectra at low pT show
characteristic Boltzmann distribution with q value being close
to unity (q→ 1, Eq. 1 becomes a Boltzmann distribution) even
though there are still significant power-law tails with consider-
able particle yields at high pT [10]. In addition to the escaping
jets at high pT , coalescence with non-equilibrated quarks has
also been proposed to study the power-law behavior [26]. Dif-
ficulty in accounting for these processes so far seems to be a
major limitation of the TBW statistical description of the ex-
perimental data over a wide pT range [10]. To bridge the hy-
drodynamic nature of the spectra at low pT and power-law tails
at high pT with smooth transition at intermediate pT , models
which include a hot and dense core with a corona of jet-like
process have been proposed [14, 27].
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Figure 1: (Color Online) Identified particle transverse mass spectra in p+p col-
lisions (a) and 10-40% Au+Au collisions (b) at √sNN = 200 GeV. The symbols
represent experimental data points. The curves represent the TBW fit. Only fits
to the particles are shown since the model has the same spectral shapes for par-
ticles and anti-particles. For plotting in panel (a), the spectra of meson (baryon)
are scaled to match that of π+ (p) at mT = 1.5 GeV/c2 for φ (Ξ±), at 4 GeV/c2
for J/ψ and at 1 GeV/c2 for the rest.

In this paper, we present the procedure of implementing
nonextensive statistics in the Blast-Wave model (TBW) with
azimuthally anisotropic particle emission, and use it to fit the
identified particle spectra and for the first time to elliptic flow
at mid-rapidity at RHIC. The model uses the TBW function ob-
tained from p+p data [10] as corona and an additional TBW
function as core to fit Au+Au data. The formalism thus pro-
vides a systematic comparison between p+p and central A+A
collisions in one macroscopic statistical model framework and
gives an accurate numeric description of the experimental data
over a wide range of pT . Examples of such successful applica-
tions in the related subjects are the chemical fit to the particle
yields [28, 29] and the global fit of the parton distribution func-
tion (PDF) of proton [30]. Good TBW fits can also offer a sim-
ple formula for developing ideas and building models in a rea-
sonably realistic environment [5, 8, 9, 14, 31, 32, 33, 34], and
provide a practical experimental tool to extract particle yields

by extrapolating to unmeasured kinematic ranges.
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Figure 2: (Color Online) Identified particle v2 in 10-40% Au+Au collisions.
The x-axis is depicted by the kinetic energy (mT − m) [7], showing the scaling
of v2 at low pT , and grouping of baryons and mesons at the intermediate pT
range. The curves represent the TBW fit (Eq. 3) and the characteristic NCQ
scaling. Also shown are the indistinguishable K0S and Λ curves from T BWcore
alone over the entire range.

To take into account collective flow and azimuthal anisotropy
in the transverse direction in relativistic heavy ion collisions,
Levy distribution needs to be embedded in the framework of hy-
drodynamic expansion [20]. We follow the recipe of the Blast-
Wave model provided in literature [5, 8, 9, 34], and change
sources of particle emission from a Boltzmann distribution to
a Levy distribution [10]:

dN
mT dmT dφ

∝ mT

∫ 2π

0
dφs

∫ +yb

−yb

dy e
√

y2b−y2 cosh(y)

×
∫ R

0
rdr(1 +

q − 1
T

ET )−1/(q−1), (2)

where yb = ln (√sNN /mN ) [35] is the beam rapidity and
the rapidity distribution can be approximated as a Gaus-
sian with a width of σy = 2.27 ± 0.02 at the center-
of-mass energy of √sNN = 200 GeV [36, 37], transverse
energy ET = mT cosh(y) cosh(ρ) − pT sinh(ρ) cos(φb − φ),
ρ =

√

(r cos (φs)/RX)2 + (r sin (φs)/RY)2(ρ0 + ρ2 cos (2φb))
is the flow profile in transverse rapidity, and tan (φb) =
(RX/RY)2 tan (φs) relates the azimuthal angle of the coordinate
space (φs) to the angle of the flow direction (φb) of the emitting
source [9]. Equation 2 extends the nonextensive statistics in a
blast-wave model [10] to incorporate particle emission from an
elliptic source (RX and RY are the axes in the coordinate space)
with an elliptic expansion (ρ0 and ρ2) [9]. In addition to this
core component, it is important to include the corona with jet-
like particle emission at high momentum resembling an ensem-
ble of individual p+p collisions [14, 27]. The combined core
and corona formula reads:

dN
mT dmT dφ

|AA = T BWcore

+ fppNbinε(1 + v jet
2 cos (2φ))T BWpp, (3)

where T BWcore is from Eq. 2, fpp and v jet
2 represent the frac-

tion and the anisotropy of the escaping jet comparing to the
expected number of binary p+p collisions in Au+Au collisions

2

Figure 1.6: The invariant yield versus transverse mass for identified particles in p+p

(left) and 10− 40% central Au+Au (right) collisions at
√
s

NN
= 200 GeV with TBW

fits. Figure taken from [51].

Blast Wave models assume thermal equilibrium in order to utilize Boltzmann

statistics, which is expected to break down at higher pT where hard processes may

dominate. Non-extensive (Tsallis) statistics [52, 53] have been used to describe non-

equilibrated complex systems, and have been incorporated into a Tsallis Blast Wave

(TBW) approach, which uses Tsallis statistics and hydrodynamic expansion to de-

scribe hadron spectra in p+p and heavy ion collisions in terms of temperature and
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flow [54, 51]. The invariant yield for identified particles is shown in Fig. 1.6 for p+p

(left) and Au+Au (right) collisions at
√
s

NN
= 200 GeV at RHIC. The data have

been fitted with a TBW model, and a temperature of 128± 2 MeV was obtained for

10 − 40% central Au+Au collisions. The centrality dependence of the temperature

is described in [54], and very little sensitivity is observed. The TBW model is also

able to characterize the degree of thermalization q, where q = 1 for a thermalized

system. A strong degree of thermalization is observed in 0 − 10% central Au+Au

collisions (q − 1 = 0.018± 0.005), and this decreases in more peripheral Au+Au and

p+p collisions (q − 1 > 0.06).

The estimates for the energy density achieved in relativistic heavy ion collisions at

RHIC exceed the predicted critical energy density for a phase transition. This, com-

bined with the large system temperatures extracted using thermal and hydrodynamic

models, and the high degree of thermalization estimated using the TBW, suggest that

the conditions required for a phase transition to a QGP have been reached in relativis-

tic heavy ion collisions at RHIC. Several measurements that suggest the formation of

a dense and partonic medium created at RHIC are described next.

1.4.4 Partonic Collectivity

The spatial distribution of colliding nuclei forms an almond shape when the nuclei do

not overlap completely. This initial spatial anisotropy is converted into a momentum

anisotropy due to the differential pressure gradients in the expanding volume. The

pressure is largest along the minor axis of the interaction region, and this differential

pressure gradient creates a force on the particles. This results in higher momentum

particles in the direction that the pressure is greatest. This is illustrated in Fig. 1.7,

where nuclei traveling along the z-axis have collided to form the hot almond-shaped

collision zone, which contains the participant nucleons (Npart) of the collision.

The momentum anisotropy, known as flow, is determined by decomposing the
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Figure 1.7: A cartoon of a non-central collision. Participant nucleons in the almond-

shaped overlap region experience a force from the pressure gradient, while the spec-

tator nucleons continue along the beam axis z. Figure taken from [55].

observed final-state particle distribution into a Fourier expansion, where

E
d3N

dp3
=

d2N

2πpT dpT dy

(
1 +

∞∑
n=1

2vn cos (n [φ−ΨRP ])

)
. (1.8)

The coefficients vn are defined as:

vn = 〈cos (n [φ−ΨRP ])〉, (1.9)

where ΨRP is the reaction plane angle in the transverse plane defined by the impact

parameter vector of the colliding nuclei. The second harmonic coefficient v2 (elliptic

flow) is the largest at midrapidity. The elliptic flow is developed in the early stages

of the collision where the pressure gradients are the largest, and provides information

about the early collision system and the degree of thermalization.
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AZIMUTHAL ANISOTROPY IN AU+AU COLLISIONS AT
√

sNN = 200 GeV PHYSICAL REVIEW C 72, 014904 (2005)
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be explained by the momentum resolution of the FTPCs. To
quantify the influence of the momentum resolution a Monte
Carlo simulation of v2(pt ) based on the measurements at
midrapidity was done, but the input η and pt spectra were
obtained from measurements of the Au+Au minimum bias
data at forward rapidities. Results of embedding charged pions
(neglecting protons) in real Au+Au events up to 5% of the
total multiplicity in the FTPCs were used to estimate the
momentum resolution as a function of η and pt . At η = 3.0
the momentum resolution goes from 10% at low pt to 35%
at pt = 2.0 GeV/c, but gets about a factor of two worse at
η = 3.5. In Fig. 17 the MC simulation v2(pt ), including the
momentum resolution of the FTPCs, seems to explain the
observed flattening by smearing low pt particles to higher pt .
Thus we cannot conclude that the shape of the pt dependence
of elliptic flow at forward rapidities is different from that at
midrapidity, even though the values integrated over pt are
considerably smaller as shown in Fig. 16.
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to similar data from PHENIX. The lines are polynomial fits to the
STAR data. The bottom panel shows the ratio of the PHENIX data to
the polynomial fits.

3. High pt

Hadron yields at sufficiently high transverse momentum
in Au+Au collisions are believed to contain a significant
fraction originating from the fragmentation of high-energy
partons resulting from initial hard scatterings. Calculations
based on perturbative QCD predict that high-energy partons
traversing nuclear matter lose energy through induced gluon
radiation [36]. Energy loss (jet quenching) is expected to
depend strongly on the color charge density of the created
system and the traversed path length of the propagating
parton. Consistent with jet-quenching calculations, strong
suppression of the inclusive high-pt hadron production [10,37]
and back-to-back high-pt jetlike correlation [38] compared
to the reference p+p and d+Au systems was measured in
central Au+Au collisions at RHIC. In noncentral heavy-ion
collisions, the geometrical overlap region has an almond
shape in the transverse plane, with its short axis lying in the
reaction plane. Partons traversing such a system, on average,
experience different path lengths and therefore different energy

Au+Au 100%-80%
d+Au Minbias
p+p Minbias

Au+Au 60%-20%
d+Au Minbias
p+p Minbias

Au+Au top 5%
d+Au Minbias
p+p Minbias

1210864210 1286420 0121086420

0.1

1

pt (GeV/c)

 
〉

))
  

iφ
 -

 
t

pφ
 c

o
s 

(2
(

iΣ 〈

FIG. 12. (Color online) Charged-hadron azimuthal correlations
vs. pt in Au+Au collisions (squares) as a function of centrality
(peripheral to central from left to right) compared to minimum
bias azimuthal correlations in p+p collisions (circles) and d+Au
collisions (triangles). The Au+Au and p+p data are from Ref. [6].
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Figure 1.8: The elliptic flow v2 versus pT for identified particles in Au+Au collisions

at
√
s

NN
= 200 GeV. Figure taken from [56].

The elliptic flow v2 has been measured at RHIC, and the results are shown for

various identified particles in Au+Au collisions at
√
s

NN
= 200 GeV in Fig. 1.8. The

results have been compared with hydrodynamic models [56], which assume ideal fluid

flow and a relaxation time much less than the equilibration time. The hydrodynamic

models describe the observed mass-ordering at low-pT reasonably well, where heav-

ier particles exhibit a smaller flow. The v2 increases with pT and saturates above

2− 3 GeV/c. The results indicate a strong collectivity of the early collision system,

and the agreement with the hydrodynamic models suggests a highly collective and

strongly-interacting medium created in heavy ion collisions at RHIC.

There is an observed difference between the v2 of baryons and mesons, similar to

that observed in the particle spectra shown in Fig. 1.5. The v2 of particles has been

scaled by their number of constituent quarks nq (2 for mesons, 3 for baryons), and

this is shown in Fig. 1.9 (top panel). The ratio of the data to a polynomial fit is

also shown (bottom panel), and the results are consistent for different particles with

pT/nq > 0.6 GeV/c, except for pions which are affected by resonance decay effects.
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FIG. 32. (Color online) (Upper panel) The ratio v2{4}/v2{2} for
charged hadrons as a function of centrality. The lines are a Monte
Carlo Glauber model calculation of ε2{4}/ε2{2}. (Lower panel) The
nonflow parameter, g2, as a function of centrality. The lines are
a Monte Carlo Glauber model calculation of NWN(v2/ε)2(ε2

2{2} −
ε2

2{4}). In both panels the solid lines assume nucleons, whereas the
dotted lines assume quarks.

use a simple blast-wave parametrization, which tries to see
whether a consistent picture of all data can be achieved and to
identify what are the required driving features (like geometric
anisotropy at freeze-out, etc).

A. Coalescence of constituent quarks

Models of hadron formation by coalescence or recom-
bination of constituent quarks successfully describe hadron
production in the intermediate pt region (1.5 < pt < 5 GeV/c)
[20,30,47]. These models predict that at intermediate pt , v2
will approximately scale with the number of constituent
quarks (n) with v2/n vs. pt/n for all hadrons falling on
a universal curve. When hadron formation is dominated by
coalescence, this universal curve represents the momentum-
space anisotropy of constituent quarks prior to hadron forma-
tion. This simple scaling, however, neglects possible higher
harmonics and possible differences between light and heavy
quark flow.

Figure 33 (top panel) shows v2 vs. pt for the identified
particle data of Fig. 10, where v2 and pt have been scaled by the
number of constituent quarks (n). A polynomial function has
been fit to the shown scaled values. To investigate the quality of
agreement between particle species, the data from the top panel
are scaled by the fitted polynomial function and plotted in the
bottom panel. For pt/n > 0.6 GeV/c, the scaled v2 of K0

S , K±,
p + p̄, and " + " lie on a universal curve within statistical
errors. The pion points, however, deviate significantly from this
curve even above 0.6 GeV/c. This deviation may be caused
by the contribution of pions from resonance decays [48].
Alternatively, it may reflect the difficulty of a constituent quark
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FIG. 33. (Color online) (Top panel) Identified particle v2 from
minimum bias collisions. The vertical axis and horizontal axis have
been scaled by the number of constituent quarks (n). Pions are not
plotted. A polynomial curve is fit to the data. The possible systematic
error is indicated by the gray band. (Bottom panel) The ratio of v2/n

to the fitted curve.

coalescence model to describe the production of pions whose
masses are significantly smaller than the assumed constituent
quark masses [30].

At the end of Sec. V B we estimated that the v2 values
from two-particle correlations could be systematically high by
between about 10 to 20%. This was based on the integrated
values for charged particles and we do not know yet how this
varies with pt and particle type. However, to indicate this
estimated systematic error a shaded band of 10% is shown in
Fig. 33 (top panel).

The v2/n of π±, p̄,K0
S , and " + " from three centrality

intervals are shown in the top panels of Fig. 34. The K0
S and

" + " values are from Ref. [20]. In the bottom panels, the
ratios to the fitted curves are shown. The most central data
(0–5%) are thought to be affected by nonflow correlations (see
Sec. V). For the 30–70% and 5–30% centrality intervals, the
v2 of p̄, K0

S and " + " agree with constituent quark number
scaling for the expected pt/n range above 0.6 GeV/c to within
10%.

Figure 10 showed that the data for the heavier baryons
seem to cross over the data for the mesons at sufficiently high
pt . The data in Fig. 8 are consistent with this. In the low pt

region the heavier particles have lower v2 values as expected
for the mass ordering from hydrodynamics. In the intermediate
pt coalescence plateau region the three quark baryons have a
larger v2 than the two quark mesons. Thus the experimentally
observed crossover is thought to be because of a change in the
particle production mechanism.

014904-16

Figure 1.9: The elliptic flow v2 versus pT for identified particles in Au+Au collisions

at
√
s

NN
= 200 GeV. Figure taken from [56].

This phenomenon of scaling with the number of constituent quarks (nq) can be ex-

plained by coalescence models [57, 58, 59], which describe the production of hadrons

through the coalescing of its constituent quarks from the medium. This suggests that

flow is developed in the partonic stage of the collision where quarks are the rele-

vant degrees of freedom, and provides strong support for the creation of a deconfined

medium in heavy ion collisions at RHIC.
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1.4.5 Energy Loss

Studies of the medium created in heavy ion collisions are performed by observing

either the effect of the medium on particles whose properties can be well understood

from calculations or elementary p+p collisions where modifications from nuclear mat-

ter are not present. High-pT partons (pT & 5 GeV/c) in heavy ion collisions are

expected to be created primarily from the initial hard scattering process. This means

they can be calculated using perturbative QCD, and provide information on the evo-

lution of the collision system. The fragmentation of high-pT partons results in a

cluster of correlated hadrons known as jets, which can be used to probe the matter

created in heavy ion collisions by studying how they are modified from their interac-

tion with the medium compared to elementary collisions. High-pT partons traversing

the partonic medium are expected to lose energy from elastic parton scattering and,

more significantly, gluon radiation. Such energy loss would result in the softening

and broadening of the observed jet structure, known as jet quenching.

The nuclear modification factor RAB is used to compare experimental observables

in the collision system A + B with respect to a reference measurement, generally

obtained from p+p collisions at the same energy:

RAB =
1

TAB

d2NAB/dpT dy

d2σpp/dpT dy
, (1.10)

where TAB = 〈Ncoll〉/σpp
inel is the nuclear overlap function which takes into account

the inelastic cross section in p+p collisions (σpp
inel) and the mean number of nucleon-

nucleon collisions in A + B (〈Ncoll〉). The production of particles originating from

the initial hard scattering of the collision is expected to scale with the number of

nucleon-nucleon collisions, resulting in RAB = 1 if there are no medium modifications.

The nuclear modification factor for charged particles in central Au+Au and d+Au

collisions at RHIC [60] is shown versus pT in Fig. 1.10 (left panel), and some mod-

ification is observed in d+Au due to the presence of nuclear matter in the collision

system. Very little modification is observed between minimum bias and central d+Au,
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despite the increased amount of nuclear matter participating in the collision. How-

ever, the conditions required for a phase transition in d+Au are not achieved, even in

central collisions. The modification factor decreases significantly in central Au+Au

collisions, where RAA ∼ 0.2 at high-pT . This implies modifications in addition to any

effects from ordinary nuclear matter also present in d+Au collisions, indicating that

the suppression in central Au+Au collisions is a final-state effect on jet production

resulting from the high density environment.

4

and FTPC-Au are separated by 8 rapidity units. Figure
1 shows the FTPC-Au multiplicity for minimum bias and
ZDC-d neutron-tagged events. The latter have a strong
bias toward low multiplicity.

The centrality tags were modeled using a Monte Carlo
Glauber calculation [2] incorporating the Hulthén wave-
function of the deuteron[22]. In this model the mean
number of binary collisions 〈Nbin〉 is 7.5±0.4 for mini-
mum bias events and σdAu

hadr=2.21±0.09 b. Events with a
neutron spectator from the deuteron comprise (18±3)%
of σdAu

hadr in the model. This event class is biased to-
ward peripheral collisions, with 〈Nbin〉=2.9±0.2. The
FTPC-Au multiplicity distribution was modeled by con-
voluting the Glauber model distribution of participants
from the Au nucleus with the charged multiplicity dis-
tribution measured in 2.5<|η|<3.5 for p̄+p collisions at√

s=200 GeV[23]. The FTPC-Au acceptance, efficiency
and backgrounds were taken into account using HIJING
[21] events in a GEANT model of the detector. Figure
1 shows the measurements for both minimum bias and
ZDC-d neutron-tagged events, together with the corre-
sponding Glauber model predictions. The model is val-
idated by its agreement with both multiplicity distribu-
tions and with the ZDC-d single neutron cross section
fraction. High FTPC-Au multiplicity therefore biases
towards central collisions. Figure 1 shows the cut defin-
ing the 20% highest multiplicity collisions in the data.
〈Nbin〉=15.0±1.1 for the 20% highest multiplicity colli-
sions in the Glauber model, where the uncertainty in-
cludes the spread in values obtained with several alter-
native models.

Figure 2 shows the invariant inclusive pT distribution
of (h+ + h−)/2 within |η|<0.5 for minimum bias and cen-
tral d+Au collisions, together with that for p+p collisions
from [5]. The error bars are the quadrature sum of sta-
tistical errors and point-to-point systematic uncertain-
ties. The normalization uncertainty for d+Au collisions
is 10%.

Nuclear effects on hadron production in d+Au and
Au+Au collisions are measured through comparison to
the p+p spectrum using the ratio

RAB(pT ) =
d2N/dpT dη

TAB d2σpp/dpT dη
, (1)

where d2N/dpT dη is the differential yield per event in
the nuclear collision A + B, TAB=〈Nbin〉/σpp

inel describes
the nuclear geometry, and d2σpp/dpT dη for p+p inelastic
collisions is determined from the measured p+p differen-
tial cross section[5]. In the absence of nuclear effects
such as shadowing, the Cronin effect, or gluon satura-
tion, hard processes are expected to scale with the num-
ber of binary collisions and RAB(pT )=1. Figure 3 shows
RAB(pT ) for minimum bias and central d+Au collisions.
The error bars are the quadrature sum of the statistical
and point-to-point systematic uncertainties. RAB(pT )>1
for 2<pT <7 GeV/c. RAB(pT ) for central and minimum
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FIG. 2: Inclusive pT distributions for minimum bias and
central d+Au collisions, and non-singly diffractive p+p colli-
sions [5]. Hash marks at the top indicate bin boundaries for
pT >3.8 GeV/c.
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FIG. 3: RAB(pT ) from Eq. 1 for minimum bias and central
d+Au collisions, and central Au+Au collisions[5]. The min-
imum bias d+Au data are displaced 100 MeV/c to the right
for clarity. The bands show the normalization uncertainties,
which are highly correlated point-to-point and between the
two d+Au distributions.

bias d+Au collisions contain many common uncertain-
ties, including dependence on the same p+p reference
spectrum. The ratio of RAB(pT ) for central relative to
minimum bias collisions, which factors out these com-
mon uncertainties, is 1.02±0.03 at 4 GeV/c. RAB(pT )
may be influenced by nuclear shadowing [13] and its cen-
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FIG. 4: (a) Efficiency corrected two-particle azimuthal dis-
tributions for minimum bias and central d+Au collisions, and
for p+p collisions[6]. Curves are fits using Eq. 3, with pa-
rameters given in Table I. (b) Comparison of two-particle
azimuthal distributions for central d+Au collisions to those
seen in p+p and central Au+Au collisions [6]. The respective
pedestals have been subtracted.

TABLE I: Fit parameters from Eq. 3. Errors are statistical
only.

p+p min. bias d+Au min. bias d+Au central

AN 0.081±0.005 0.073±0.003 0.067±0.004

σN 0.18±0.01 0.20±0.01 0.22±0.02

AB 0.119±0.007 0.097±0.004 0.098±0.007

σB 0.45±0.03 0.48±0.02 0.51±0.03

P 0.008±0.001 0.039±0.001 0.052±0.002

trality dependence [14]. Figure 3 also shows RAB(pT ) for
central Au+Au collisions[5], exhibiting large suppression
in hadron production at high pT .

Figure 4(a) shows the two-particle azimuthal distribu-
tion D(∆φ), defined as

D(∆φ) ≡
1

Ntrigger

1

ε

dN

d(∆φ)
, (2)

for minimum bias and central d+Au collisions, and for
p+p collisions[6]. Only particles within |η|<0.7 are in-
cluded in the analysis. Ntrigger is the number of particles
within 4<pT (trig)<6 GeV/c, referred to as trigger parti-
cles. The distribution results from the correlation of each
trigger particle with all associated particles in the same
event having 2 < pT < pT (trig), where ε is the tracking
efficiency of the associated particles. The normalization
uncertainties are less than 5%.

The azimuthal distributions in d+Au collisions include

a near-side (∆φ ∼ 0) peak similar to that seen in p+p and
Au+Au collisions [6] that is typical of jet production, and
a back-to-back (∆φ ∼ π) peak similar to that seen in p+p
and peripheral Au+Au collisions [6] that is typical of di-
jet events. The azimuthal distributions are characterized
by a fit to the sum of near-side (first term) and back-to-
back (second term) Gaussian peaks and a constant:

D(∆φ) = AN
e−(∆φ)2/2σ2

N

√
2πσN

+AB
e−(|∆φ|−π)2/2σ2

B

√
2πσB

+P. (3)

Fit parameters are given in Table I. Their systematic
uncertainties are highly correlated between the data sets,
and are less than 20% for σN and less than 10% for all
other parameters. The only large difference in the az-
imuthal distributions in p+p and d+Au collisions is the
growth of the pedestal P . It increases with increasing
〈Nbin〉, but is not proportional to 〈Nbin〉 as might be ex-
pected for incoherent production. Both σN and σB ex-
hibit at most a small increase from p+p to central d+Au
collisions. A small growth in σB is expected to result
from initial-state multiple scattering [24, 25]. The mod-
est reduction in the correlation strengths AN and AB

from p+p to central d+Au collisions is similar to that
seen previously for peripheral Au+Au collisions [6].

Figure 4(b) shows the pedestal-subtracted azimuthal
distributions for p+p and central d+Au collisions.
The azimuthal distributions are shown also for central
Au+Au collisions after subtraction of the elliptic flow
and pedestal contributions [6]. The near-side peak is sim-
ilar in all three systems, while the back-to-back peak in
central Au+Au shows a dramatic suppression relative to
p+p and d+Au.

The contrast between d+Au and central Au+Au col-
lisions in Figs. 3 and 4 indicates that the cause of the
strong high pT suppression observed previously is asso-
ciated with the medium produced in Au+Au but not in
d+Au collisions. The suppression of the inclusive hadron
yield at high pT in central Au+Au collisions has been
discussed theoretically in various approaches (see [5] for
references). Measurements of central Au+Au collisions
[5] are described both by pQCD calculations that incor-
porate shadowing, the Cronin effect, and partonic energy
loss in dense matter, and by a calculation extending the
saturation model to high momentum transfer. However,
predictions of these models differ significantly for d+Au
collisions. Due to the Cronin effect, pQCD models pre-
dict that RAB(pT )>1 within 2<pT <6 GeV/c for mini-
mum bias d+Au collisions, with a peak magnitude of 1.1-
1.5 in the range 2.5<pT <4 GeV/c [11]. The enhancement
is expected to be larger for central collisions [12]. The
saturation model calculation in [7] predicts RAB(pT )<1,
with larger suppression for more central events, achieving
RAB(pT )∼ 0.75 for the 20% most central collisions. In
contrast, another saturation model calculation [15] gener-
ates an enhancement in RAB(pT ), similar to the Cronin

Figure 1.10: Left: RAB in minimum bias d+Au, central d+Au, and central Au+Au.

Right: the dihadron azimuthal correlation in p+p, d+Au, and Au+Au collisions.

Figure taken from [60].

To understand how the jets are modified, the dihadron azimuthal correlation (∆φ)

has been measured, where ∆φ = φTrig. − φAssoc. is the difference in the azimuthal an-

gle between the trigger hadron and an associated hadron. This is shown in Fig. 1.10

(right panel) for trigger hadrons with pT > 4 GeV/c associated with hadrons of

pT > 2 GeV/c [60]. The distribution in p+p exhibits a near-side (∆φ ∼ 0) peak from

jet fragmentation pairs, and an away-side (∆φ = π) peak from back-to-back pairs.

A similar distribution is observed in d+Au, and a slight broadening of the away-side

peak is observed from partonic rescattering. The ∆φ distribution obtained in central
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Au+Au collisions is compared to the results in p+p and d+Au, and the far-side peak

in Au+Au is not observed. This is consistent with the jet quenching scenario in which

jets experience medium induced energy loss, leading to the production of soft parti-

cles below the threshold for associated hadrons. The away-side jets will traverse more

of the dense medium, resulting in a suppression of the associated away-side hadrons

above the threshold of pT > 2 GeV/c.

1.4.6 Heavy Quarks

Heavy quarks provide a unique tool to probe the medium created in relativistic heavy

ion collisions. They are produced primarily in the initial hard scattering of the colli-

sion and provide information about the early collision system. Because of their large

mass, the production of heavy quarks can be described using pQCD. They are often

studied via their leptonic and semileptonic decays, which provide a clean signal as

the leptons do not interact strongly with the medium.

The heavy quark anti-quark energy can be parameterized according to the sepa-

ration distance (r) between the quarks, and is described using the effective Cornell

potential,

V (r) =
−α
r

+ σr, (1.11)

where α is related to the strong coupling constant [61]. The first term arises from

single-gluon exchange, and is analogous to the Coulomb potential between electric

charges. The second term is associated with confinement, and increases linearly with

distance. While light quarks move relativistically, the static Cornell potential can be

applied to heavy quarks which are non-relativistic in the hadron rest frame.

In the asymptotic freedom regime where αs → 0, the potential decreases with

increasing temperature. This is illustrated in Fig. 1.11, where the heavy quark anti-

quark free energy has been calculated as a function of distance for various tempera-

tures using lattice QCD with three flavors. The bands indicate the Cornell potential
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Figure 6. Temperature dependence of the heavy quark free energy in 3-flavour QCD
[11]. The band of solid curves shows the Cornell potential V (r) = −α/r + σr with
α = 0.25 ± 0.05. The finite temperature free energies have been normalized to this
potential at the shortest distance available, i.e. at rT = 0.25.

other hand, influence the light hadron spectrum and may result in experimental signatures,
for instance in the enhanced dilepton production observed in heavy ion experiments [22].

In numerical calculations on Euclidean lattices one has access to thermal Green’s func-
tions ḠH(τ,$r) in fixed quantum number channels H , to which in particular at high tem-
perature many excited states contribute. As the temporal direction of the Euclidean
lattice is rather short at finite temperature one usually has restricted numerical investi-
gations to the analysis of the long distance behaviour of spatial correlations functions,
ḠH(τ,$r) ∼ exp(−m̄H |$r|), which defines hadronic screening masses m̄H . This indeed
gives evidence for the restoration of chiral symmetry above Tc, e.g. one finds that scalar
and pseudo-vector screening lengths become degenerate and also the difference between
screening lengths in scalar and pseudo-scalar channels strongly diminishes, which gives
indications for a partial restoration of the UA(1) symmetry [1].

In order to get information on the T -dependence of pole masses and their widths one
has to analyze the structure of temporal correlation functions. The information on hadron
masses and quasi-particle excitations is then encoded in the spectral function σH(ω, $p),

GH(τ, $p) =
∫

d3r exp (i $p $r) ḠH(τ,$r) =
∫ ∞

0
dω σH(ω, $p)

cosh(ω(τ − β/2))

sinh(ωβ/2)
. (7)

At finite temperature the temporal correlation function usually is determined only at a
small number of lattice grid points as the temperature is related to the finite extent of the
lattice in this direction, Nτ = 1/(aT ). A way out may be the use of anisotropic lattices
[23]. These calculations indeed show large changes in meson correlators in the vicinity
of Tc. To what extent the results suggest that pole masses in light meson channels exist
as well defined states even above Tc, however, is difficult to judge solely on the basis of
standard analysis techniques also used for correlation functions at zero temperature. At

Figure 1.11: Lattice QCD predictions for the temperature dependence of the heavy

quark anti-quark free energy for three flavors. Figure taken from [28].

for α = 0.25±0.05 [28]. At a fixed temperature, the heavy quark free energy increases

with increasing distance, resulting in the confinement of quarks inside hadrons. How-

ever, at high temperatures the quark energy becomes more flat as a function of the

quark separation, and less energy is required to free the quarks (color screening).

A suppression of heavy quark anti-quark mesons (quarkonium) is expected at high

temperatures and densities in the presence of a quark gluon plasma, and has been

suggested as a signature for the onset of deconfinement [62].

This thesis will present new results on the production of the ground state cc̄

vector meson, J/ψ(1S). A description of the J/ψ production mechanism and possible

modifications to production in heavy ion collisions are provided in Chapter 2.
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Chapter 2

J/ψ Production

The suppression of J/ψ in heavy ion collisions was initially suggested as an unam-

biguous signature for the formation of a quark gluon plasma [62], therefore providing

a direct test of QCD and the Standard Model. This was expected to arise due to color

screening in the deconfined medium, which prevents the binding of the cc̄ pair. The

bound state melts when the Debye screening radius, which depends on the temper-

ature of the system, becomes smaller than the J/ψ radius. Excited cc̄ bound states

have a smaller binding energy and larger radius and are expected to be dissociated at

a lower temperature, thus providing an effective thermometer of the collision system.

Various measurements of J/ψ have been performed in different collision systems

and at different energies, and indeed a suppression of J/ψ production in heavy ion

collisions has been observed [63, 64, 65]. The J/ψ nuclear modification factor mea-

sured at SPS [66] in Pb+Pb collisions and In+In collisions at
√
s

NN
= 17.3 GeV, and

in S+U collisions at
√
s

NN
= 19.4 GeV, and at PHENIX [67] in Au+Au collisions

with a collision energy of
√
s

NN
= 200 GeV, are shown in Fig. 2.1 versus the number

of participant nuclei in the collision. A significant suppression at midrapidity was ob-

served, with RAA reaching 0.2− 0.4 in the most central collisions. A similar amount

of suppression was observed at SPS and RHIC, despite the increase in collision energy

by more than a factor of 10 at RHIC. Furthermore, a larger suppression at forward-

rapidity compared to midrapidity was observed at RHIC. These observations indicate



J/ψ Production

that effects other than color screening are contributing to J/ψ production.

(squares). Also shown are nuclear modification factors from S+U collisions at 200

GeV (NA38, circles), In+In collisions at 158 GeV (NA60, downward triangles), and

Pb+Pb collisions at 158 GeV (NA50, upward triangles). Both experiments observe

a suppression, with RAA < 1 and decreasing as Ncoll increases. The data from

SPS collisions at energies of
√

s
NN

= 17.3 GeV, and RHIC collisions at energies of
√

s
NN

= 200 GeV, have similar amounts of suppression at midrapidity, which cannot

be explained based solely on suppression due to colour screening in the hot medium.

Figure 2.2: The nuclear modification factor for J/Ψ production in S+U collisions
at 200 GeV (NA38, circles), In+In collisions at 158 GeV (NA60, downward trian-
gles), Pb+Pb collisions at 158 GeV (NA50, upward triangles), and Au+Au collisions
at
√

s
NN

= 200 GeV (PHENIX, squares). Yields are normalised to yields in p+p
collisions.

19

Figure 2.1: The J/ψ nuclear modification factor in Pb+Pb collisions and In+In

collisions at
√
s

NN
= 17.3 GeV at NA50 and NA60, respectively, in S+U collisions at

√
s

NN
= 19.4 GeV at NA38, and in Au+Au collisions at

√
s

NN
= 200 GeV at RHIC,

as a function of the number of participant nuclei. Figure taken from [68].

The interpretation of J/ψ production in heavy ion collisions is not straightforward,

and all possible contributions must be assessed to determine if there are modifications

from a QGP phase. The production of J/ψ in p+p collisions provides information

on the unmodified J/ψ production mechanism, and while various models have tried

to describe J/ψ production, no current model is able to explain all of the J/ψ data.

Some of these models are described in Section 2.1. The yields in p+p collisions are
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also used as a baseline measurement to determine if there are modifications to pro-

duction rates in heavy ion collisions.

Modifications to J/ψ production in heavy ion collisions may exist due to the pres-

ence of ordinary nuclear matter (cold nuclear matter) even if there is no QCD phase

transition, and this is described in Section 2.2. To determine if the suppression ob-

served at RHIC is from the presence of a quark gluon plasma, cold nuclear matter

effects are studied using d+Au collisions where nuclear matter is present but condi-

tions for a phase transition are not achieved.

Several sources of modification to J/ψ production from a QGP phase have been

suggested, and these are described in Section 2.3. The production of J/ψ in d+Au

and Au+Au collisions at
√
s

NN
= 200 GeV is presented in this thesis. The production

in d+Au collisions is used to quantify the magnitude of cold nuclear matter effects,

and these are subtracted from the production in Au+Au collisions to determine if

there are additional modifications to J/ψ production from a QGP phase. Necessary

information to understand the production of J/ψ in heavy ion collisions is presented

in this chapter.

2.1 Production Mechanism

The production of the heavy cc̄ pair in p+p collisions can be calculated using pertur-

bative QCD. The momentum fraction of the parton relative to the proton, knwon as

Bjorken x, can be calculated from the momentum transfer of the interaction and the

beam energy, where x ∼ (Q2/s)1/2. The proton parton distribution function (PDF) is

shown in Fig. 2.2 versus Bjorken x for Q2 = 10 GeV2. The distribution is dominated

by gluons at low x, which is the region probed by RHIC.

The formation of J/ψ from a cc̄ pair is less well understood, and arises from several

contributions. Prompt production arises from the direct formation of a cc̄ into a J/ψ
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full statistics HERA inclusive CC and NC data are
used for NLO and NNLO QCD fits resulting in
HERAPDF1.5 [9]. The same formalism, model and
paramatrisation assumptions as in the HERAPDF1.0
are used in the HERAPDF1.5(NLO) fit.

The QCD predictions for the structure functions are
obtained by solving the DGLAP evolution equations
at NLO (or NNLO) in the MS scheme with the
renormalisation and factorisation scales chosen to be
Q2. The DGLAP equations yield the PDFs at all
values of Q2 above the input scale Q2

0 at which they
are parametrised as a functions of x. The starting
scale Q2

0 is chosen to be 1.9 GeV2 such that the
starting scale is below the charm mass threshold.
The QCD predictions for the structure functions are
obtained by convolution of the PDFs with the NLO
coefficient functions calculated using the general mass
variable favour number RT scheme [10].
For the parametrisation of PDFs at the input scale
the generic form xf(x) = AxB(1 − x)C(1 + Ex2) is
used. The parametrised PDFs are the gluon distribu-
tion xg, the valence quark distributions xuv, xdv, and
the u-type and d-type anti-quark distributions xŪ ,
xD̄. At the starting scale Q2

0 = 1.9 GeV2 xŪ = xū
and xD̄ = xd̄+xs̄. The central fit parametrisation is:

xg(x) = Agx
Bg (1− x)Cg ,

xuv(x) = Auv
xBuv (1 − x)Cuv (1 + Euv

x2),

xdv(x) = Adv
xBdv (1− x)Cdv ,

xŪ(x) = AŪxBŪ (1− xCŪ ),

xD̄(x) = AD̄xBD̄ (1− xCD̄).

The normalisation parameters A are constrained by
the quark number sum-rules and momentum sum-
rule, extra constrains for small-x behaviour of d−
and u−type quarks Buv

= Bdv
, BŪ = BD̄ and

AŪ = AD̄(1 − fs) (fs is the strange quark distribu-
tion) which ensures that xū→ xd̄ as x→ 0.

The break-up of the HERA PDFs into different
flavours is illustrated in figure 3. Model uncertainties
(shown as yellow bands in the figure) of the central
fit solution is evaluated by varying the input assump-
tions: Q2

min, fs, mass of heavy quarks mC and mB.
Parametrisation uncertainties (green band) is formed
by an envelope of the maximal deviation from the cen-
tral fit varying parametrisation assumptions in the fit
and therefore has an asymmetric shape. The deter-
mination of parameterisation uncertainties are unique
to HERAPDFs.
An example of the parton distribution functions from
HERAPDF1.5 at NNLO is shown in figure 4. HER-
APDF1.5NLO and NNLO sets are the recommended
HERA PDFs to be used for the predictions of pro-
cesses at LHC.
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Figure 3: The parton distribution functions from
HERAPDF1.0 at Q2 = 10 GeV2. The gluon and sea
distributions are scaled down by a factor of 20. The
experimental, model and parametrisation uncertainties
are shown separately.
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Figure 4: The parton distribution functions from
HERAPDF1.5 NNLO at Q2 = 10000 GeV2, i.e. a region
relevant for the hadron colliders TEVATRON and LHC.
The gluon and sea distributions are scaled down by a
factor 20. The experimental, model and parametrisation
uncertainties are shown separately. For comparison, the
central values of HERAPDF1.0 NNLO are also shown.

2.4. Comparisons to recent LHC and
TEVATRON results

The prediction of the Z boson rapidity distribution,
based on three different PDFs, are compared to the
CDF measurement in figure 5. The predictions of the

15

Figure 2.2: The parton distribution functions at Q2 = 10 GeV2. The distributions

are shown for the gluons (g), sea quarks (S) (both scaled down by 20), valence up

quarks (uv), and valence down quarks (dv). Figure taken from [69] .

bound state in the initial hard scattering of the collision. This also includes indirect

contributions from excited states which feed to the J/ψ, such as ψ′ and χc. In p+p

collisions, the contribution from ψ′ and χc is expected to be ∼ 10% and ∼ 30%, re-

spectively [70, 71]. Non-prompt J/ψ production arises from B → J/ψ decays, which

are estimated to be ∼ 10− 25% for pT > 5 GeV/c, decreasing at lower pT [72].

Various models have been used to describe the J/ψ production mechanism, and a

detailed review of these can be found in [63]. The Color Singlet model (CSM), Color

Octet (COM) model, and Color Evaporation model (CEM) are among the most pop-

ular, and provide predictions for the production cross sections. The hadronization
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of the charm anti-charm quark pairs is treated non-relativistically due to their large

mass compared to ΛQCD. The production of J/ψ is factorized into the relativistic

charm anti-charm production which can be determined using pQCD, and the non-

relativistic term describing the bound-state.
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Figure 2.3: The J/ψ pT spectrum in p+p collisions at
√
s

NN
= 200 GeV [73, 74]. The

results are compared to various model predictions.

The Color Singlet model (CSM) [75, 76] assumes that the cc̄ are formed in a color-

singlet state, and the spin and color of the quarks remains unchanged in forming the

J/ψ. This model can predict the J/ψ polarization (spin-alignment) and cross sec-

tion without any free parameters, however the value of the polarization is sensitive

to the order of the calculation. Leading order CSM predictions were able to suc-

cessfully describe J/ψ from photo- and hadro-production at lower energies [77, 75],
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however it was not able to reproduce the data observed at higher energies. Higher

order calculations have improved the agreement, however the predictions significantly

under-estimate the high-pT yield at RHIC in p+p collisions at
√
s

NN
= 200 GeV [76],

as shown in Fig. 2.3. The data are for inclusive J/ψ, while the CSM predictions are

for directly produced J/ψ. However the expected contribution from resonances and

B decay are not a significant enough contribution to resolve the large discrepancy

between the model and data.

The J/ψ polarization measured in p+p collisions at
√
s

NN
= 200 GeV is shown

in Fig. 2.4, and the data are compared to CSM predictions for prompt J/ψ at NLO,

which are unable to constrain the polarization very well given the current uncer-

tainties. The precision in the data is currently limited, and the nature of the J/ψ

polarization is still not accurately known. Contributions from feed-down in the data

further complicate the interpretation of the results.

6 sqm2011˙BarbaraTrzeciak printed on February 7, 2012

Polarization parameters as a function of J/ψ pT are shown in Fig. 4.
The STAR result (red star symbols) is compared with NLO+CSM [1] (blue
shaded area) and COM [3] (gray hatched area) model predictions and with
the PHENIX result for J/ψ polarization at mid-rapidity (black symbols) [5].
The STAR result is consistent with the COM and CSM predictions within
current experimental and theoretical uncertainties. The measurement is
also consistent with the PHENIX data and extends the pT reach to ∼ 6
GeV/c.
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Fig. 4: STAR polarization parameter λ vs J/ψ pT (red star symbols) compared with
PHENIX result (black symbols) [5], NLO+CSM (blue shaded area) [1] and COM [3]
(gray hatched area) predictions.

4. Summary

In this report, the J/ψ polarization measurement from the STAR ex-
periment at mid-rapidity is presented. The polarization parameter λ is
extracted in the helicity frame in 3 J/ψ pT bins. Within current uncertain-
ties the obtained transverse momentum dependent λ parameter is consistent
with NLO+CSM and COM model predictions, and with no polarization.
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The Color Octet model (COM) was developed in the framework of Non-Relativistic

QCD (NRQCD). This approach allows for the formation of charmonium in a color-

octet state, and a color-singlet state is reached through soft gluon radiation. The

COM provided an improved agreement to the data compared to the CSM, and can

describe the J/ψ results obtained at RHIC reasonably well across the pT range [79],

shown in Fig 2.3. However, the COM calculation shown in Fig. 2.3 does not include

feed-down from resonances and B decays. Resonances are expected to contribute up

to 40%, while B feeddown is estimated to increase with pT and reach 10−25% at high

pT [72]. The COM also predicts a transverse polarization of the J/ψ spin (λ ∼ 1),

however the uncertainties on the theory and experimental data of the polarization

shown in Fig. 2.4 are too large to constrain this value precisely. This comparison may

also be affected by the contributions from resonances in the data.

The Color Evaporation model (CEM) [80, 81, 82, 83] describes the non-relativistic

binding term using a constant, and the cc̄ pair is summed and averaged over all the

color and spin states with the color-singlet state reached through soft gluon emissions.

The CEM does not make a prediction for the J/ψ polarization, which is a useful test

of charmonium production. While limited, this approach does provide a prediction for

the cross section shape and agrees reasonably well with data. The J/ψ pT spectrum

in p+p collisions at RHIC is shown in Fig. 2.3, and the CEM (dot-dashed blue line)

shown in Fig 2.3 is able to reproduce the J/ψ pT spectrum in p+p collisions at RHIC

reasonably well [84]. While this CEM calculation does not include B feed-down, this

effect is negligible on a decade scale.

In summary, none of the J/ψ production mechanisms provide a complete descrip-

tion of the data. The CEM is able to reproduce measurements from hadron collisions

reasonably well, but does not include B feed-down. In addition, it does not provide

predictions for the J/ψ polarization, which can be used as a crucial test of the pro-

duction mechanism. The CSM does make predictions for the polarization, and while

these are not strongly constrained they are consistent with the data. However, the
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CSM significantly under-estimates the measured J/ψ cross section. The COM pro-

vides a better description of the cross section, however it leaves very little room for

feed-down contributions. Furthermore, it predicts a transverse polarization for the

J/ψ, which is not seen in the data.

2.2 Cold Nuclear Matter Effects

In order to identify the modification to J/ψ from the presence of a quark gluon

plasma, all other nuclear effects need to be understood and quantified. Cold Nuclear

Matter effects from the presence of nuclear matter in the initial-state and final-state

of heavy ion collision as compared to p+p can modify the production of J/ψ. These

effects do not arise from a QCD phase transition, and must be quantified to determine

the effects of a quark gluon plasma on J/ψ production in heavy ion collisions. This is

done experimentally using p+A and d+A collisions where the formation of a QGP is

not possible but nuclear matter is present. The modifications of cold nuclear matter

on J/ψ production are separated into initial- and final-state effects.

Initial-State Effects

The parton distribution functions within a proton, as shown in Fig. 2.2, are modified

by the presence of nuclear matter and cannot be treated as a superposition of nucleons.

The modification of the nuclear Parton Distribution Function (nPDF), is defined by

the ratio

Ri(x,Q
2, A) = fA

i (x,Q2)/A · fp
i (x,Q2), (2.1)

where the Bjorken x is the fraction of the nucleon momentum carried by parton i, Q2

is the momentum transfer, A is the nucleus size, and fA
i and fp

i are the parton dis-

tributions in a nucleus and proton, respectively. The modification of parton densities

has been measured by probing quark distributions in DIS experiments from e+A and

e+ p collisions [5, 6], and from π0 charged-hadron correlations in d+Au collisions at

RHIC [85]. Drell-Yan measurements have also been used to provide information on
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the anti-quark densities. Since gluons do not carry electromagnetic charge, the gluon

distributions cannot be measured directly and are poorly constrained [86]. Since J/ψs

are produced primarily via gluon fusion, their production is sensitive to the modi-

fication of the gluon nPDF. As a result, there is some uncertainty in the expected

modification to J/ψ production from the modified nuclear parton distribution func-

tions.

The modification of the nPDFs for gluons in a gold nucleus relative to a proton is

shown in Fig. 2.5 for Q2 = m2

J/ψ
. The distribution has been obtained using various

parameterizations of the parton distribution functions (nDS, nDSg [87], EKS98 [88],

HKN [89], EPS08 [90]), and these exhibit sizable differences. The shaded boxes indi-

cate the x range probed by various experiments, with RHIC shown at the bottom and

covering 0.02 . x . 0.1. The region probed by RHIC is dominated by a suppression

of the gluon distribution (shadowing), however there are large uncertainties on the

magnitude of this effect depending on the nPDF used. Recently, the EPS09 [86] cal-

culations have been performed using a global analysis of the nPDFs at LO and NLO,

including a detailed error analysis which was not present in the other calculations.

There are other initial-state modifications to J/ψ production, including multiple

parton scattering (Cronin Effect) [92] and partonic energy loss. However, shadowing

is expected to be the dominant initial-state modification from CNM to J/ψ production

at RHIC [86].

Final-State Effects

The J/ψs created in heavy ion collisions at
√
s

NN
= 200 GeV are produced primarily

in the initial partonic hard scattering of the collision, and are exposed to the subse-

quent evolution of the collision system. As they traverse the nuclear medium, they

experience inelastic collisions with nucleons in the dense collision system. The nuclear

absorption [91, 93] of J/ψ refers to the break-up of the cc̄ pair from the surrounding

nuclear medium. The nuclear absorption cross section for J/ψ (σabs) measures the

rate at which J/ψs are destroyed from inelastic collisions with nucleons, and increases
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The survival probability Sabs(A, σ
J/ψN

) of J/ψ states
propagating in a nucleus A – i.e. the probability for no
inelastic interaction – is given in the Glauber model by [22]

Sabs(A, σ
J/ψN

) =
1

(A− 1) σ
J/ψN

×
∫

db
(

1− e
−(1−1/A) T

A
(b) σ

J/ψN

)

.(2)

with the thickness function T
A
(b)

T
A
(b) =

∫ +∞

−∞

d z ρ(b, z). (3)

It depends on the atomic mass number A of the nu-
cleus and the J/ψ–N inelastic cross-section, σ

J/ψN
. The

observed J/ψ production as a function of the longitudinal
momentum fraction x, then is:

d σ
J/ψN

d x
= Sabs(A , σ

J/ψN
)×

d σprod
J/ψN

d x
, (4)

In this current analysis, the cross section ratios Rth of
heavy (A) to light (B) nuclei are considered:

Rth(σ
J/ψN

) =
B

A

d σ(h, γ∗A→ J/ψX)/d x

d σ(h, γ∗B→ J/ψX)/d x
(5)

Note that since only ratios of cross sections at the same
energy are used, most uncertainties regarding the J/ψ pro-
duction cross sections cancel.

It is worthwhile to note that formation-time effects are
neglected, in the sense that the question of which state
actually propagates through the nuclear matter is not ad-
dressed. Also, the feed down from higher mass resonances
is not taken into account. Consequently, σ

J/ψN
has to be

seen as an effective absorption parameter resulting from
an average of the cc̄ and J/ψ, χc and ψ′ interaction with
nucleons, rather than the genuine J/ψ–N inelastic cross
section.

2.1.1 Nuclear parton distributions

Partons in bound nucleons show noticeably different mo-
mentum distributions as compared to those in free pro-
tons. This modification is quantified by R(x, Q2, A) as a
function of Bjorken variable, the square of the momen-
tum transfer Q2 and the nucleus size A in the following
formula :

Ri(x, Q2, A) = fA
i (x, Q2) / Afp

i (x, Q2) (6)

where fi and fA
i describe respectively the distribution of

parton i in a proton and in a nucleus.
Since J/ψ is predominantly produced via gluon fusion

in p–A collisions1 at high energy (
√

spA >20 GeV) its pro-
duction is affected by the modification of the gluon distri-
bution in nuclei. Several DGLAP analyses [23,24,25] aim

1 In π±–A and p̄–A collisions, the scattering of a valence
antiquark from the projectile with a valence quark from the
target is favoured.
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Fig. 1. The ratio of the gluon distribution in a gold nucleus
over that in a proton, RAu

g (x,M2

J/ψ), plotted as a function of
the Bjorken variable using the nDS, nDSg [23], EKS98 [25],
HKN [24] and EPS08 [18] parametrizations. The bands in-
dicate the typical x-range probed by J/ψ production in the
NMC, SPS, FNAL, HERA-B, and RHIC experiments (top to
bottom).

at the extraction of the ratios Ri(x, Q2, A) from DIS and
Drell-Yan data. However, given the indirect constraints
in the gluon sector (through scaling violations), the ratio
Rg is poorly determined. Figure 1 shows the gluon dis-
tribution in a Au nucleus with various parametrizations
available as a function of x.

The shaded band area shows the kinematic range of
the J/ψ production (at LO) for various experiments, NMC
(green), SPS (blue), FNAL (red), HERA-B (orange) and
RHIC (purple), from top to bottom. One can observe that
J/ψ production is affected by mainly two effects, the anti-
shadowing (RAu

g > 1 at 2–5 × 10−2 ! x ! 0.3) for SPS,
FNAL and HERA-B and the shadowing effect (RAu

g < 1
at x ! 10−2) at RHIC. A strong anti-shadowing effect
increases J/ψ production in nuclei with respect to the
(binary scaled) production in p–p collisions, leading to a
cross-section ratio larger than 1. This enhanced produc-
tion will in turn be compensated by an increase of the
fitted nuclear absorption cross section (SPS, FNAL and
HERA-B). Conversely, a strong shadowing effect tends to
deplete the nuclear absorption cross section (RHIC en-
ergy).

In this work, the EPS08 parametrization (magenta,
dotted-dashed-dashed line) is added in the analysis. This
nPDF set exhibits a strong anti-shadowing effect in com-
parison with the previous EKS98 distributions, and the
anti-shadowing region is also slightly shifted to higher x
values (2 × 10−2 < x < 0.3). In addition, the shadowing
effect is much stronger than in EKS98, due to the inclu-
sion in the analysis of these authors of the recent RHIC
data.

2.2 Data sets

Since factorization between J/ψ production and the sub-
sequent inelastic interaction is assumed in the present

Figure 2.5: The ratio of the gluon distribution in gold relative to a proton versus

Bjorken x for Q2 = m2

J/ψ
. The boxes indicate the range of x probed by each ex-

periment from bottom to top: RHIC, HERA-B, FNAL, SPS, NCM. Figure taken

from [91].

with the increase of nucleon number. The nuclear absorption of J/ψ is implemented

by weighting the J/ψ production cross section with a survival probability Sabs, such

that [93]

Sabs
(
~b− ~s, z′

)
= exp

{
−
∫ ∞

z′
dz′′ρA

(
~b− ~s, z′′

)
σabs (z′′ − z′)

}
, (2.2)

where z′ is the longitudinal production point, z′′ is the absorption point, and ρA is

the nucleon density in a nucleus A. The nuclear absorption cross section is expected

to have a strong dependence on the J/ψ kinematics and decrease with increasing

collision energy [94]. Values of the absorption cross section have been extracted from

various data sets using the EPS08 [90] parameterization, and this is shown in Fig. 2.6

versus collision energy (left) and parton momentum fraction (right). There are large

uncertainties on the absorption cross section from most experiments.
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Figure 9: Dependence of σJ/ψ
abs (ycms=0) on the nucleon-nucleon centre-of-mass energy.

The curves represent fits with exponential (solid line with error band) and linear
(dotted line) functions.

Table 6: σJ/ψ
abs (ycms=0) values extracted from the five analysed data sets and for the

nuclear PDFs we have considered, including the free protons case.

Exp. σJ/ψ
abs (ycms=0) [mb]

NONE nDS nDSg EKS98 EPS08
NA3 4.71± 0.66 4.76± 0.66 6.78 +1.01

− 0.91 7.82 +0.90
− 0.84 10.55 +1.24

− 1.10

NA50-400 4.82± 0.63 4.74± 0.62 5.02± 0.67 7.24± 0.73 8.48± 0.79
NA50-450 4.72± 0.90 4.61± 0.90 4.82± 0.95 7.25± 1.03 8.36± 1.08
E866 2.82 +0.76

− 0.59 2.53 +0.75
− 0.63 3.43 +0.77

− 0.64 5.13 +0.79
− 0.72 5.68 +0.84

− 0.77

HERA-B 2.13 +1.19
− 0.96 1.93 +1.15

− 0.97 2.66 +1.28
− 1.05 4.35 +1.37

− 1.03 4.67 +1.24
− 1.05
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Table 1. The J/ψ–N cross section extracted from the new re-analyzed PHENIX data versus previous analysis using the proton
and various nuclear parton density parametrizations. The χ2/ndf and the χ2 probability are also shown.

Previous results using [13] New analysis using [17] Absolute change
σJ/ψN

(mb) χ2/ndf Probability σJ/ψN
(mb) χ2/ndf Probability

proton 3.5 ± 3.0 1.7 0.79 5.4 ± 2.5 0.84 0.93 +1.9 mb
nDS 3.1 ± 2.6 1.4 0.84 5.1 ± 2.5 0.69 0.95 +2.0 mb
nDSg 0.6 ± 1.9 0.8 0.93 2.5 ± 2.2 0.27 0.99 +1.9 mb
HKN 1.5 ± 2.3 1.3 0.86 3.2 ± 2.3 0.56 0.97 +1.7 mb
EKS98 1.3 ± 2.0 0.6 0.93 3.1 ± 2.2 0.12 1.00 +1.8 mb
EPS08 1.3 ± 2.5 1.5 0.83 2.2 ± 2.2 0.37 0.98 +0.9 mb

Table 2. The J/ψ–N inelastic cross section, χ2/ndf extracted from each data sample using EKS98 and EPS08 parametrizations
for the nuclear PDFs.

Exp. σEKS

J/ψN
(mb) χ2

EKS
/ndf σEPS

J/ψN
(mb) χ2

EPS
/ndf Relative change

E537 8.2 ± 1.1 1.9 9.0 ± 1.2 1.86 +10%
NA3 4.6 ± 0.2 1.2 5.2 ± 0.2 1.32 +13%
NA38 7.9 ± 0.8 3.2 9.0 ± 0.8 3.07 +14%
NA50 6.8 ± 0.5 0.3 7.8 ± 0.5 0.31 +15%
E672 11.6 ± 6.3 0.6 10.0 ± 5.8 0.61 −14%
E866 5.3 ± 1.7 6.5 8.0 ± 3.7 20.4 +51%
HERA-B 4.2 ± 1.5 0.9 5.1 ± 1.5 0.8 +21%
PHENIX 3.1 ± 2.2 0.12 2.2 ± 2.2 0.37 −29%
NMC ≤ 1.6 0.5 ≤ 2.00 0.35 +25%

or using nDS, nDSg, EKS98 and HKN nuclear parton dis-
tribution. For completeness, Figure 2 shows the nuclear
absorption cross section σ

J/ψN
as a function of x2 using

the EPS08 nPDF. In the region of x2 ∼ 0.1, one can
observe that the spread of extracted σ

J/ψN
reported us-

ing the other nPDF sets persists. Interestingly, it also ap-
pears that using EPS08 leads to some decrease of σ

J/ψN

from fixed-target to RHIC energies, indicating possible
formation-time effects at small x2. Also, in the previous
analysis [16], a similar trend has been observed when us-
ing EKS08 parametrization. However, the error bars are
too large to make any firm conclusion for EKS08/EPS08
and other nPDF sets. Note that higher-twist production
mechanisms may very well have a different kinematic de-
pendence; this is for intance for the case for the intrinsic
charm model which naturally exhibits a Feynman-x scal-
ing (see e.g. [28]). However, we expect its contribution to
be small at low |xF | which we consider here.

4 Global fit and discussions

In the following, a global fit is performed assuming that
the σ

J/ψN
dependence on energy is weak. The detailed

method for the global fit is described in [16]. The 1σ error
is rescaled,

δσ̄
J/ψN

= S × δσ
J/ψN

, (10)

where the factor S is defined by:

S ≡
√

χ2

n− 1
if χ2/ndf > 1, (11)
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Fig. 2. The J/ψ–N cross section extracted from each data set,
using EPS08 (σEPS

J/ψN
) nuclear parton densities as a function of

x2.

with n data points and S ≡ 1 otherwise. The J/ψ–N cross
section is systematically determined from the individual
data samples.
The extracted σ

J/ψN
is then determined from the mini-

Figure 2.6: The J/ψ nuclear absorption cross section from various experiments ex-

tracted using EPS08 as a function of collision energy (left) and momentum fraction

(right). Figure taken from [91] and [94].

The absorption of J/ψ from other particles has been described by the Comovers

Interaction Model [95, 96], and has been used to explain the J/ψ suppression observed

in heavy ion collisions at SPS [66] without any contributions from a QCD phase tran-

sition [97]. However this effect is challenging to experimentally separate from nuclear

absorption, and the absorption cross section generally combines these effects.

There are large uncertainties on the magnitude of cold nuclear matter effects to

J/ψ production, and quantifying these effects relies primarily on experiment. The

production of J/ψ in d+Au collisions is presented in this thesis to determine the

magnitude of cold nuclear matter effects on J/ψ production. The results are com-

pared to predictions for shadowing obtained using the EKS98 [88], nDSg [87], and

EPS09 [86] parameterizations of the nPDFs, which are used to determine the J/ψ

nuclear absorption cross section [98, 99] in d+Au. The cold nuclear matter effects are

compared to the modification of J/ψ in Au+Au collisions from the same experimental

configuration to determine if there is an additional suppression of J/ψ production in
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Au+Au collisions that can be attributed to a QGP phase.

2.3 Hot Nuclear Matter Effects

To determine if there is any suppression of J/ψ production in relativistic heavy ion

collisions arising from the onset of deconfinement, all sources of possible modification

to J/ψ production in addition to cold nuclear matter effects must be explored. In

the initial formulations of J/ψ suppression, the cc̄ bound state were produced very

early in the collision and were subsequently exposed to the hot suppression zone of

the collision system. However, if the prompt cc̄ pair only forms a resonant state later

on relative to the formation and lifetime of the QGP, they may be able to escape

suppression from the hot and dense medium (leakage [100]). While there is no clear

picture of the J/ψ formation time relative to the QGP formation, the pT dependence

of J/ψ production may provide some information on this, as faster J/ψs are more

likely to escape the suppression zone.

The regeneration of J/ψ from the statistical coalescence of charm quarks in the

QGP sea may also contribute to the observed J/ψ yield. This was suggested to ex-

plain the similar suppression patterns observed at SPS and RHIC [66, 67] despite the

increase in collision energy, as the increased regeneration from the larger charm quark

density could compensate for the additional suppression from color screening. This

also explains why RHIC observes a stronger suppression at forward rapidity where

the charm quark density is lower. The J/ψs from the coalescence of charm quarks in

the QGP sea will populate midrapidity and low pT , in contrast to direct J/ψ produc-

tion from the initial hard scattering which generally have a higher pT . Furthermore,

the contribution from regeneration will be more significant in central collisions where

the charm quark density is highest. These kinematic expectations provide tools to

observe the contributions from regeneration and leakage, and disentangle them from

the suppression due to color screening.
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In order to understand these effects and quantify a modification of J/ψ due to

the formation of a quark gluon plasma, the production of J/ψ has been studied in

Au+Au collisions at
√
s

NN
= 200 GeV at the STAR detector at RHIC for J/ψ with

pT < 10 GeV/c and |y| < 1. The centrality and pT dependence of J/ψ production

in Au+Au collisions have been used to investigate the evolution of the modifications

with energy density, and to separate recombination at low-pT from leakage effects at

high-pT . These results are compared to the cold nuclear matter effects calculated in

d+Au collisions using the same kinematics and experimental setup to determine if

there are any modifications to J/ψ production from a deconfined QCD phase. The

results are also compared to model predictions which account for the various modifi-

cations to J/ψ production discussed in this chapter.

2.4 Thesis Outline

A brief overview of particle physics, the Standard Model, and Quantum Chromody-

namics has been provided. Some properties of QCD have been described, the most

interesting of which is the expected transition from hadronic matter to a quark gluon

plasma phase. The conditions required for the formation of a QGP have been dis-

cussed, and results obtained from RHIC have been used to verify that these conditions

are met in relativistic heavy ion collisions at
√
s

NN
= 200 GeV.

In order to test the predictions of QCD, the J/ψ meson has been used as a probe

of the medium created in heavy ion collisions. While a suppression of J/ψ production

is expected in the presence of a QGP, modifications from cold nuclear matter effects

need to be constrained before this effect can be quantified. This thesis will present

the analysis of J/ψ in d+Au and Au+Au collisions at the STAR detector. The

cold nuclear matter effects calculated from d+Au will be compared to the production

of J/ψ in Au+Au collisions to determine if there are modifications from a QGP phase.

The next chapters provide an overview of the experimental facility and detectors
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used in the analysis of J/ψ in d+Au and Au+Au at the STAR detector at RHIC,

followed by a description of the data and analysis methods. The results obtained

for J/ψ production in d+Au and Au+Au at
√
s

NN
= 200 GeV at STAR are then

discussed. The dielectron mass spectrum is presented, followed by the efficiency-

corrected pT spectrum and nuclear modification factor as a function of J/ψ pT and

collision centrality. The results are compared to other measurements and theoretical

models of J/ψ production in order to determine if there are modifications relative

to p+p collisions from the nuclear environment. Finally, the uncertainties associated

with the analysis methods are discussed, and a summary is given. Supporting doc-

uments, including a description of useful kinematic variables in heavy ion collisions,

are provided in the Appendix.

The analysis of J/ψ production at STAR presented in this thesis is my own work.

I have calculated the pT spectrum and nuclear modification factor in d+Au and

Au+Au collisions for |y| < 1 and pT < 5 GeV/c at
√
s

NN
= 200 GeV/c as a function

of transverse momentum and collision centrality, and these results are presented in

Chapter 5. This is the first analysis of J/ψ at low pT in d+Au collisions at STAR,

and the first high-statistics analysis of low pT J/ψ in Au+Au collisions at STAR. The

calculation of the J/ψ nuclear modification factor in d+Au and Au+Au collisions at

STAR uses the J/ψ cross section in p+p collisions at STAR. The J/ψ cross section

in p+p collisions at STAR has been calculated by other authors, and a description of

these analyses can be found in [72, 101]. The results in Au+Au collisions have been

combined with high-pT (3 < pT < 5 GeV/c) data from STAR to extend the coverage

of J/ψ production to pT < 10 GeV/c. The high-pT results have been calculated by

another author, and a description of this analysis can be found in [72].
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Chapter 3

Experimental Setup

3.1 The Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) is located at the Brookhaven National

Laboratory in New York, USA. Until November 2010, when the Large Hadron Col-

lider (LHC), located at the Conseil Européen pour la Recherche Nucléaire (CERN)

in Geneva, Switzerland, began to collide heavy ions, RHIC was the most powerful

heavy ion collider in the world, capable of accelerating a variety of particle species

to ultrarelativistic speeds. The primary goal of the heavy ion program at RHIC is to

produce a new form of matter, Quark Gluon Plasma (QGP), and to study Quantum

Chromodynamics (QCD) at high energies and temperatures. RHIC is also able to

collide spin-polarized proton beams, and is still the most powerful polarized-proton

collider.

The RHIC facility is shown in Fig. 3.1. The 3.8 km circumference RHIC tun-

nel houses an intersecting two-ring superconducting hadron collider. Protons are in-

jected directly into the pre-existing Alternating Gradient Synchotron (AGS) from the

200 MeV linac, while heavy ions are first partially stripped and accelerated to 1 MeV/c

using the Tandem Van de Graaff accelerator, sent through the Tandem-to-Booster

line to the Booster Synchrotron, further stripped and accelerated, and injected into

the AGS. The ions are stripped of their remaining electrons, and ions/protons are
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Figure 3.1: The RHIC facility located at the Brookhaven National Laboratory [33].

bunched together and accelerated to 10.8 GeV/A and transferred to RHIC. In the

RHIC storage rings, the counter-rotating beams are steered and accelerated with the

use of superconducting magnets, and intersect at six collision points on the ring.

Heavy ions are accelerated to a maximum center-of-mass energy of
√
s

NN
= 200 GeV

per nucleon, and protons to
√
s

NN
= 500 GeV. In addition, RHIC can also collide

heavy ions at lower energies. This has been utilized by the recent Beam Energy Scan

(BES) program at RHIC, which has collided Au+Au ions at various energies from
√
s

NN
= 7.7 GeV to

√
s

NN
= 62.4 GeV. Since RHIC has independent rings and

ion sources, it can also collide unequal ion species, such as d+Au and Cu+Au. The

acceleration pattern for gold ions at the RHIC facility is shown in Fig. 3.2

The initial performance specifications for the RHIC luminosity were 2×1026 cm−2s−1

for Au+Au, and 1.4 × 1031 cm−2s−1 for protons [102]. There have been various im-

provements to the facilities [103], such as stochastic cooling [104], which have increased
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warm magnets and brings the injected beam into a
plane 48mm above the RHIC median plane. Final
injection is performed by a sequence of vertical
pitching magnet, horizontally deflecting Lambert-
son iron septum, and four vertical kicker magnets,
each 1.12m long providing 1.86mrad at
Br ¼ 81:114Tm.

Beam injection is done in box-car fashion, one
bunch at a time. The AGS cycle is repeated 14
times to establish the 56 bunches in the 360 RF
buckets of each ring. Four buckets remain empty
for the abort gap. Minimizing the filling time is
important in order to prevent bunch area dilution
due to intrabeam scattering, with a bunch area of
0.3 eV s doubling in about 7min. The overall filling
time of each ring needs to be done within about
1min to prevent difficulty in transition crossing.
The estimated transverse growth is estimated to be
low for the RHIC injection parameters. At the end
of the injection cycle, there is a total of B6" 1010

ions in each ring. For polarized protons and the
lightest ions, deuterium, two orders of magnitude
more ions are stored in the rings. However, the
electrical current, per bunch as well as for the
entire ring, is essentially the same for all species,
simplifying beam observation and beam control.

The adoption of beam transfer from the AGS to
RHIC in the single bunch mode allows consider-

able freedom in the filling pattern. The minimum
number of bunches is six, if collisions at all
interaction points are wanted. The nominal case
with 60 bunches corresponds to a bunch spacing of
63.9m. The bunch length of the incoming beam is
B20 ns so that the injection kicker rise time must
be less than 195 ns. Increasing the number of
injected bunches is a possibility only limited by the
need to avoid stray collisions and long-range
beam–beam effects. The existing kicker has a rise
time of B110 ns and allows nominally 72 and 90
bunches per ring. Doubling the number of bunches
to 120 will require new units with 95 ns rise times.

The bunches are captured in stationary buckets
of the so-called acceleration RF-system operating
at 28.15MHz, corresponding to a harmonic h ¼
6" 60: This frequency was chosen to match the
bucket shape to the bunch shape determined by
the AGS RF system so as to avoid bunch area
dilution. The matching voltage of 215 kV is
obtained from two accelerating cavities in each
ring. Matched transfer at the highest available
voltages minimized intrabeam scattering during
injection. This RF system performs the capture of
the injected beam, its acceleration, and bunch
shortening at top energy in preparation for
transfer to the storage RF system. To satisfy these
functions, the system requires great flexibility with

Fig. 2. Acceleration scenario for gold ions.
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Figure 3.2: The RHIC acceleration pattern for gold ions. Figure taken from [102].

the average luminosity for Au+Au to 30×1026 cm−2s−1, and peak luminosity for p+p

to 4.6× 1031 cm−2s−1 [105]. More details on the RHIC facility can be found in [102].

Over the years, RHIC has collided p+p, d+Au, Cu+Cu, and Au+Au, using iso-

topes 63
29Cu and 197

79 Au for the heavy ion beams. In 2012, RHIC collided for the first

time Cu+Au and U+U (238
92 U) at

√
s

NN
= 200 GeV, exploring new energy densities

and eccentricities. There is a planned upgrade to eRHIC, an electron-ion collider [106],

which will further expand the range of collision species, and increase the range of mo-

mentum fraction (x) that can be probed at RHIC.

The RHIC project houses experiments at four of the collision points: STAR [55],

PHENIX [107], BRAHMS [108], and PHOBOS [109], with only STAR and PHENIX

currently in operation. The STAR detector, located at 6 o’clock on the ring, is

described below.
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3.2 The Solenoidal Tracker at RHIC
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Figure 3.3: The STAR detector at RHIC. Figure taken from [33].

The Solenoidal Tracker at RHIC (STAR) is a multi-purpose large-acceptance de-

tector, covering an azimuthal angle of 0 < φ ≤ 2π and tracking capabilities out to

pseudorapidity |η| < 1.8 [110]. The STAR detector comprises of various subsystems,

shown in Fig. 3.3.

Prior to 2008, the innermost detectors of STAR were the Silicon Vertex Tracker

(SVT) [112] and Silicon Strip Detector [113], which provided tracking capabilities

close to the beam line and improved the secondary vertex reconstruction resolution.

These have been removed and the low-material Heavy Flavor Tracker (HFT) [114,

115], which will provide inner tracking using the existing SSD along with the Interme-

diate Silicon Tracker (IST) and the PIXEL detector, is scheduled to be installed and
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approved as part of the general plan to address
this unexplored physics regime by instrumenting
four of the six intersection regions with a
complementary set of detectors including two
‘‘small’’ detectors that could be mounted with a
relatively short construction period, and reconfi-
gured or replaced quickly if necessary. Two of the
six collision areas are left available for future
experiments. Artist renderings of the four detec-
tors are shown in Figs. 1–4.

From the outset of its construction, it was
recognized that the collider could provide a unique
facility for high-energy colliding beams of spin-
polarized protons, utilizing the established cap-
ability of the AGS to accelerate polarized protons.
The opportunity to study polarized proton colli-
sions at energies high enough to make direct
connection with calculable (perturbative) predic-
tions from QCD theory is indeed an important
scientific opportunity, allowing, for example, a
unique determination of the gluon contribution to

the spin of the nucleon. With funding provided by
Japan through the RIKEN-BNL spin collabora-
tion, the necessary helical dipoles (Siberian snakes
and spin rotators) were incorporated into the
RHIC collider lattice to allow acceleration and
storage of protons with both longitudinal and
transverse spin polarization at the collision points.
Both the PHENIX and the STAR detectors have
been readied to carry out a program of spin
measurements.

Each of the four RHIC experiments is equipped
with a pair of Zero Degree Calorimeters (ZDCs),
which provide a common means of event char-
acterization and luminosity monitoring for heavy-
ion collisions [2]. The configuration of the ZDC
detectors in each experimental area is shown in
Fig. 5. Each ZDC module is a hadron calorimeter
consisting of tungsten plates alternating with
layers of undoped optical fibers, sampling the
energy deposit through Cherenkov light pro-
duced by shower electrons in the fibers. To good

(B)

(A)

Fig. 5. Configuration of the ZDC detectors.

T. Ludlam / Nuclear Instruments and Methods in Physics Research A 499 (2003) 428–432 431

Figure 2.17: (A) Only neutral particles are seen by the ZDCs. (B) Location of

the ZDC detectors[28].

35

Figure 3.4: The STAR ZDCs located outside of the RHIC dipole magnets. Figure

taken from [111].

operational by 2014. Surrounding the inner detectors is the Time Projection Cham-

ber (TPC) [116], the Time Of Flight (TOF) [117], and the Barrel Electromagnetic

Calorimeter (BEMC) [118], all of which have full azimuthal coverage at midrapidity.

In addition, there are several forward detectors, such as the Endcap Electromagnetic

Calorimeter (EEMC) [119], Beam-Beam Counter (BBC), Photon Multiplicity Detec-

tor (PMD) [120], Forward Pion Detector (FPD), Forward Muon Spectrometer (FMS),

and Forward Time Projection Chamber (FTPC) [121] which was decommissioned in

2010. The STAR magnet [122] surrounds the central subsystems with an outer radius

of 7.32 m and a length of 6.85 m, and is capable of producing a uniform magnetic

field (B) of 0.25 T (half field) and 0.5 T (full field) along the beam axis. The primary

Vertex Position Detector (pVPD) [123], shown in Fig. 3.3, and Zero Degree Calorime-

ter (ZDC) [124], shown in Fig. 3.4, are located outside of the STAR magnetic field.

The primary detectors used in this analysis are the TPC, TOF, and BEMC. In

addition, the pVPD, ZDC, and BBC are used for event triggering and beam moni-

toring, and the FTPC is used for forward tracking and measuring collision centrality

in d+Au collisions. These detectors are discussed below.
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3.2.1 Time Projection Chamber

The Time Projection Chamber, described in detail in [116], is the heart of the STAR

detector and provides tracking in 0 < φ ≤ 2π and |η| < 1.8. It is a 4.2 m long cylinder

with an inner radius of 0.5 m and an outer radius of 2 m. It is filled with P10 gas,

which contains 10% methane and 90% argon, and is regulated at 2 mbar above atmo-

spheric pressure. Separating the East and West hemispheres of the TPC is the central

membrane, which is held at a voltage of −28 kV. The endcaps are instrumented with

multi-wire proportional chambers (MWPC) and are grounded. In combination with

the concentric inner and outer field-cage cylinders, the endcaps and central membrane

create a uniform electric field of ∼ 135 V/cm. This setup is illustrated in Fig. 3.5.

wires providing an amplification of 1000 to 3000. The positive ions created in the
avalanche induce a temporary image charge on the pads which disappears as the
ions move away from the anode wire. The image charge is measured by a pream-
plifier/shaper/waveform digitizer system. The induced charge from an avalanche
is shared over several adjacent pads, so the original track position can be recon-
structed to a small fraction of a pad width. There are a total of 136,608 pads in the
readout system.

The TPC is filled with P10 gas (10% methane, 90% argon) regulated at 2 mbar
above atmospheric pressure[7]. This gas has long been used in TPCs. It’s primary
attribute is a fast drift velocity which peaks at a low electric field. Operating on the
peak of the velocity curve makes the drift velocity stable and insensitive to small
variations in temperature and pressure. Low voltage greatly simplifies the field cage
design.

The design and specification strategy for the TPC have been guided by the limits of
the gas and the financial limits on size. Diffusion of the drifting electrons and their
limited number defines the position resolution. Ionization fluctuations and finite
track length limit the dE/dx particle identification. The design specifications were
adjusted accordingly to limit cost and complexity without seriously compromising
the potential for tracking precision and particle identification.

Fig. 1. The STAR TPC surrounds a beam-beam interaction region at RHIC. The collisions
take place near the center of the TPC.

3

Figure 3.5: The STAR Time Projection Chamber. Figure taken from [116].
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Charged particles that traverse the volume of the TPC will ionize atoms in the

P10 gas. The ionization electrons drift towards the endcaps at a constant velocity

of ∼ 5.45 cm/µs, resulting in a maximum drift time in the TPC of ∼ 40 µs. The

endcaps are split into 12 sectors, each with 45 pad rows. Each sector consists of an

inner and outer sector with 13 and 32 pad rows, respectively. The sector coordinates

describe the local x as along the direction of the pad row, local y as perpendicular

to the pad row and pointing from the beam line outwards, and z as along the beam

axis. The inner pad dimensions are chosen to optimize the (x, y) position resolution

of the ionization electron deposition, and differ from the outer sectors because of

the higher track densities at smaller radius. The outer sectors have continuous pad

coverage to optimize the resolution of the energy deposited by the ionization electrons.

The arrival time of the ionization electrons is determined relative to the collision

time to calculate the z position of the particle. This, combined with the (x, y) po-

sition obtained from the sectors, provides tracking for charged particles in the TPC.

The ionization energy loss per unit length, dE/dx, is obtained from the energy of

the ionization electrons, and is used for particle identification. The layout of a single

sector is described in Fig. 3.6, and details of the TPC readout system can be found

in [125]. The tracking and particle identification capabilities of the TPC are described

below.

Tracking

The tracking is performed using the reconstructed spatial hits from the pad rows.

The (x, y) position of ionization clusters is determined by the charge measured by ad-

jacent pads within a pad row. The z position of a cluster is determined by measuring

the drift time of ionization electrons relative to the start of the collision, and dividing

this by the average drift velocity. To accurately determine the z position, the drift

velocity must be precisely known. To minimize variations of the drift velocity, the

cathode voltage is set so that the electric field corresponds to the peak drift velocity.
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Item Inner Subsector Outer Subsector Comment

Pad Size 2.85 mm x 11.5 mm 6.20 mm x 19.5 mm

Isolation Gap between pads 0.5 mm 0.5 mm

Pad Rows 13 (#1-#13) 32 (#14-#45)

Number of Pads 1,750 3,942 5,692 total

Anode Wire to Pad Plane Spacing 2 mm 4 mm

Anode Voltage 1,170 V 1,390 V 20:1 signal:noise

Anode Gas Gain 3,770 1,230

Table 3
Comparison of the Inner and Outer subsector geometries.

Fig. 4. The anode pad plane with one full sector shown. The inner sub-sector is on the right
and it has small pads arranged in widely spaced rows. The outer sub-sector is on the left
and it is densely packed with larger pads.

The inner sub sectors are in the region of highest track density and thus are opti-
mized for good two-hit resolution. This design uses smaller pads which are 3.35
mm by 12 mm pitch. The pad plane to anode wire spacing is reduced accordingly
to 2 mm to match the induced signal width to 3 pads. The reduction of the induced
surface charge width to less than the electron cloud diffusion width improves two
track resolution a small amount for stiff tracks≈ perpendicular to the pad rows at η
≈0. The main improvement in two track resolution, however, is due to shorter pad
length (12 mm instead of 20 mm). This is important for lower momentum tracks
which cross the pad row at angles far from perpendicular and for tracks with large

10

Figure 3.6: A full sector of the anode pad plane on the TPC. Figure taken from [116].

This means the drift velocity is less sensitive to pressure and temperature fluctua-

tions. In addition, every few hours during data taking the drift velocity is measured

using laser beams [126]. These create artificial tracks that do not bend in the presence

of a magnetic field. The position resolution of the tracking depends primarily on the

number of ionized electrons and their diffusion in the gas.

The reconstructed position of the hits can be affected by various factors, and

distortions from the high radiation environment as well as the relative and global

alignment of the TPC sectors are studied and calibrations are applied to correct for

these effects [127]. The tracking algorithm is used to associate the reconstructed spa-

tial hit points to form tracks. To first order, the track is described by a helix, with the

direction of the curvature determined by the charge of the particle, and the magnitude

of curvature determined by the transverse momentum of the particle. However, due

to second order effects such as energy loss, trajectories slightly deviate from the helix.
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Since tracks may originate from the primary vertex (located near the center of the

detector), from a secondary decay vertex, or even from out-of-time (pile-up) events,

the STAR tracker [128] does not assume a particle origin. The association of tracks

to a common vertex is done after the tracking is complete, and uses the reconstructed

tracks to determine the vertex position. The canonical Kalman filter [129] is used

to calculate track parameters and form tracks from the hits. It does so by starting

towards the outer layers of the TPC, where track densities are smaller and there is

less ambiguity in track formation. This begins with a track seed, which is identified

as a collection of a few hits. The Kalman filter then extrapolates inwards along the

approximate direction and curvature obtained from the hit distribution. It looks to

match hits in the next layer based on a radius of confidence determined by the error

on the parameters of the track. A nearby hit is associated if the χ2 of the track is

below some maximum, and for multiple matches, the hit resulting in the smallest χ2

is chosen. The Kalman track model is then used to determine an updated curvature

and direction to extrapolate to the next layer, with each additional hit improving the

precision of the track parameters. The tracking stops once the inner-most layer is

reached, and the fit is redone to improve the parameters of the outer-most hits. Hits

from the TPC are combined with information from inner tracking systems, if they

are available, and the Kalman filter matches hits across all active detector layers and

must take into account energy loss and multiple Coulomb scattering across the TPC

inner field cage. Once the initial tracking is complete, the filter attempts to merge

tracks that have been split due to sector boundary effects.

Tracks can have a maximum of 45 hits, however this maximum depends on the

curvature and pseudorapidity of the track and can be affected by inactive regions

in the detector. These effects, combined with hit merging and losses across sec-

tor boundaries, result in a tracking efficiency of ∼ 80 − 90% in p+p and peripheral

Au+Au collisions. This has been determined using Monte Carlo simulations, and is

shown for π+ with |y| < 0.7 in Au+Au collisions with B = 0.25 T for several collision

centralities in Fig. 3.7. The tracking efficiency decreases in more central events due

to the increased difficulty in resolving hits in the high occupancy environment. Below
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200 MeV/c, the tracking efficiency decreases as tracks may not reach the outer field

cage under the curvature of the magnetic field.

software also ignores any space points that fall on
the last two pads of a pad row. This fiducial cut is
applied to avoid position errors that result from
tracks not having symmetric pad coverage on both
sides of the track. It also avoids possible local
distortions in the drift field. This fiducial cut
reduces the total acceptance to 94%.

The detection efficiency of the electronics is
essentially 100% except for dead channels and
the dead channel count is usually below 1% of the
total. However, the system cannot always separate
one hit from two hits on adjacent pads and this
merging of hits reduces the tracking efficiency. The
software also applies cuts to the data. For
example, a track is required to have hits on at
least 10 pad rows because shorter tracks are too
likely to be broken track fragments. But this cut
can also remove tracks traveling at a small angle
with respect to the beamline and low momentum
particles that curl up in the magnetic field. Since
the merging and minimum pad rows effects are
non-linear, we cannot do a simple calculation to
estimate their effects on the data. We can simulate
them, however.

In order to estimate the tracking efficiency, we
embed simulated tracks inside real events and then
count the number of simulated tracks that are in
the data after the track reconstruction software
has done its job. The technique allows us to
account for detector effects and especially the
losses related to a high density of tracks. The
simulated tracks are very similar to the real tracks
and the simulator tries to take into account all the
processes that lead to the detection of particles
including: ionization, electron drift, gas gain,
signal collection, electronic amplification, electro-
nic noise, and dead channels. The results of the
embedding studies indicate that the systematic
error on the tracking efficiency is about 6%.

Fig. 8 shows the pion reconstruction efficiency
in Au+Au collisions with different multiplicities
as a function of the transverse momentum of the
primary particle [19]. In high multiplicity events it
reaches a plateau of 80% for high pT particles.
Below 300 MeV=c the efficiency drops rapidly
because the primary particles spiral up inside the
TPC and do not reach the outer field cage. In
addition, these low momentum particles interact

with the beam pipe and the inner field cage before
entering the tracking volume of the TPC. As a
function of mulitplicity, the efficiency goes up to
the geometrical limit, minus software cuts, for low
multiplicity events.

5.6. Vertex resolution

The primary vertex can used to improve
the momentum resolution of the tracks and the
secondary vertices can be separated from the
primary vertices if the vertex resolution is good
enough. Many of the strange particles produced in
heavy ion collisions can be identified this way.

The primary vertex is found by considering all
of the tracks reconstructed in the TPC and then
extrapolating them back to the origin. The global
average is the vertex position. The primary vertex
resolution is shown in Fig. 9. It is calculated by
comparing the position of the vertices that are
reconstructed using each side of the TPC, sepa-
rately. As expected, the resolution decreases as the
square root of the number of tracks used in the
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Figure 3.7: The tracking efficiency for π+ with |y| < 0.7 in Au+Au collisions with a

magnetic field strength of 0.5 T. Figure taken from [116].

Tracks are required to have at least 10 hits in the pad rows to remove split tracks

and ensure a precise track reconstruction. The complete collection of tracks, known

as global tracks, are used to determine the vertex position of the collision. This is done

by extrapolating all the tracks in the TPC to the origin and finding the global average.

The vertex reconstruction methods vary depending on the collision environment. The

Pile-up Proof Vertexer (PPV) is used in p+p collisions, and performs a 1-dimensional

truncated log-likelihood method to determine the z-position of the vertex. In A+A
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collisions, the Minuit Vertex Finder (MinuitVF) is used, which determines the vertex

position by minimizing the distance of closest approach (DCA) for all tracks [130].

The vertex position resolution depends on the number of tracks used in the vertex

finding, and the dependence is shown in Fig. 3.8. Tracks within 3 cm of the vertex

position are associated to the vertex and are known as primary tracks.

calculation. A resolution of 350 mm is achieved
when there are more than 1000 tracks.

5.7. Momentum resolution

The transverse momentum, pT; of a track is
determined by fitting a circle through the x; y
coordinates of the vertex and the points along the
track. The total momentum is calculated using this
radius of curvature and the angle that the track
makes with respect to the z-axis of the TPC. This

procedure works for all primary particles coming
from the vertex, but for secondary decays, such as
L or Ks; the circle fit must be done without
reference to the primary vertex.

In order to estimate the momentum resolution
we use the embedding technique discussed
above. The track simulator was used to create
a track with a known momentum. The track
was then embedded in a real event in order to
simulate the momentum smearing effects of work-
ing in a high track density environment. Fig. 10
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Figure 3.8: The primary vertex resolution in the x − y plane versus the charged

particle multiplicity in the TPC. Figure taken from [116].

The primary vertex position is added to the collection of hit points for the pri-

mary tracks, and the track fitting is performed again. The additional constraint of

the vertex position improves the transverse momentum resolution (∆pT/pT ) of the

primary tracks. The transverse momentum resolution for π− and p̄ with more than 15

hits is shown versus transverse momentum in Fig. 3.9. This has been obtained using

Monte Carlo simulations embedded into real minimum bias collisions in a 0.25 T mag-

netic field. The resolution is dominated by multiple Coulomb scattering at low-pT . At

higher pT the track curvature dominates the resolution, and linearly increases with pT .
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calculation. A resolution of 350 mm is achieved
when there are more than 1000 tracks.

5.7. Momentum resolution

The transverse momentum, pT; of a track is
determined by fitting a circle through the x; y
coordinates of the vertex and the points along the
track. The total momentum is calculated using this
radius of curvature and the angle that the track
makes with respect to the z-axis of the TPC. This

procedure works for all primary particles coming
from the vertex, but for secondary decays, such as
L or Ks; the circle fit must be done without
reference to the primary vertex.

In order to estimate the momentum resolution
we use the embedding technique discussed
above. The track simulator was used to create
a track with a known momentum. The track
was then embedded in a real event in order to
simulate the momentum smearing effects of work-
ing in a high track density environment. Fig. 10

Charged particle multiplicity
200 400 600 800 1000 1200 1400 1600

Ve
rt

ex
 re

so
lu

tio
n 

(m
m

)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Fig. 9. Primary vertex resolution in the transverse plane.

  (GeV/c)p
0 0.5 1 1.5 2 2.5 3 3.5 4

   
(%

)
  /

 p
 !

p

0
1

2

3
4

5
6

7

8
9

10

-"

anti-proton

Fig. 10. Transverse momentum resolution of the STAR TPC for p! and anti-protons in the 0:25 T magnetic field. Tracks are required
to be formed by more than 15 hits. Tracks are embedded in minimum bias events. The momentum resolution is calculated as the
Gaussian sigma:

M. Anderson et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 659–678 675

Figure 3.9: The transverse momentum resolution for π− (open circles) and p̄ (closed

circles) with greater than 15 hits. Results were obtained using a Monte Carlo simu-

lation for minimum bias collisions with B = 0.25 T. Figure taken from [116].

Particle Identification

The ionization energy loss (dE/dx) is measured from the charge collected by the TPC

pad rows, and a track can have a maximum of 45 dE/dx hits. The dE/dx measure-

ment capabilities are limited by finite track length and ionization fluctuations. To

reduce fluctuations, the truncated mean of the dE/dx hits is calculated, which rejects

the 30% highest dE/dx values.

The energy loss for charged particles as a function of momentum in Au+Au col-

lisions is shown in Fig. 3.10. The most probable dE/dx for charged particles in the

TPC is obtained from the Bichsel functions [13, 131, 132], and these are indicated

(symbols). The hadrons obey a mass ordering of the dE/dx at lower momentum,

with heavier particles losing more energy. The energy loss decreases with momentum

until it reaches a minimum and begins to increase in the relativistic rise. Electrons
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Figure 3.10: Top: The TPC dE/dx versus momentum in Au+Au collisions for

charged particles. The expected value for various particles is indicated by the symbols

and is obtained from the Bichsel functions [131].

are much lighter than the hadrons and are highly relativistic in this momentum re-

gion. Their dE/dx increases slightly with momentum until it saturates at ∼ 1 GeV/c.

The TPC provides essential track reconstruction and particle identification for

various particle species across a range of momentum. This method of particle identi-

fication is less effective in momentum regions where the dE/dx of different particles

overlaps, and at high-pT where the dE/dx separation decreases due to the relativis-

tic rise. This becomes particularly challenging for less abundant particles such as

electrons, and the TOF and BEMC are used to improve the particle identification

capabilities of the TPC at low- and high-pT , respectively.
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3.2.2 Time of Flight

The Time of Flight was fully installed in 2010 [133, 134], and is used to measures the

time it takes for a particle to travel between two points, ∆t = t1− t0. The start time

(t0) and stop time (t1) are determined by the pVPD (described below) and TOF,

respectively, and this achieves an average overall time resolution of ∼ 87 ps [123].

The TOF consists of 120 trays that cover |η| < 1 and 0 < φ ≤ 2π. The detector uses

Multi-gap Resistive Plate Chamber (MRPC) technology [135], and each tray contains

32 MRPC modules, with each module containing 6 pads. The trays have dimensions

95×8.5×3.5 inches, covering 6 degrees and one unit in pseudorapidity, and surround

the TPC at a radius of ∼ 2.2 m. A detailed description of the TOF can be found

in [111, 117, 134].

colliding beam. During the process of beam
dumping or beam losing, the current comes up
on every bus, while during the stable running
conditions, the sum of the 4 buses is around
several 10 of nano amperes which corresponds to 1
to 2 nano ampere per module averagely. Fig. 7
shows the coherence between the luminosity, the
TOFr count rate and the sum of the current of the
4 buses.

2.3. Performance

With the calibration parameters from the pion
sample, the time of flight information from the
TOFr are combined with the path length and the
momentum from the TPC to identify charged
particles. Fig. 8 is the reconstructed squared mass
distribution for proton, pion and kaon within the
transverse momentum range of 1.2 and 1.4GeV/c
for d+Au run. Three peaks are clearly seen for
these three kinds of particles respectively. Fig. 9
shows the 1=b (b is defined as velocity of particle
over speed of light) from the TOFr measurement
as a function of momentum measured from the
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dumping or beam losing, the current comes up
on every bus, while during the stable running
conditions, the sum of the 4 buses is around
several 10 of nano amperes which corresponds to 1
to 2 nano ampere per module averagely. Fig. 7
shows the coherence between the luminosity, the
TOFr count rate and the sum of the current of the
4 buses.

2.3. Performance

With the calibration parameters from the pion
sample, the time of flight information from the
TOFr are combined with the path length and the
momentum from the TPC to identify charged
particles. Fig. 8 is the reconstructed squared mass
distribution for proton, pion and kaon within the
transverse momentum range of 1.2 and 1.4GeV/c
for d+Au run. Three peaks are clearly seen for
these three kinds of particles respectively. Fig. 9
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over speed of light) from the TOFr measurement
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Figure 3.11: The TOF 1/β versus momentum (left) and m2 for 1.2 < pT < 1.4 GeV/c

(right) for charged particles in d+Au collisions at
√
s

NN
= 200 GeV. Figure taken

from [134].
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Particle Identification

Tracks reconstructed in the TPC are matched to hits in the TOF. From the time of

flight (∆t) the inverse velocity (1/β) can be calculated:

1/β = c
∆t

∆s
, (3.1)

where ∆s is the track pathlength. The mass (m) of the particle can be determined

from 1/β and the momentum (p) where

m =
p

βγc
=
p
√

1− β2

βc
=
p

c

√(
1

β

)2

− 1. (3.2)

The 1/β distribution versus momentum and m2 distribution for 1.2 < pT < 1.4 GeV/c

obtained from TOF are shown in Fig. 3.11 in the left and right panel, respectively,

and are obtained from d+Au collisions at
√
s

NN
= 200 GeV. The expected 1/β for

electrons, pions, kaons, and protons are obtained using the particle masses from the

Particle Data Group (PDG) [136], and are indicated in the plot (lines). The 1/β dis-

tribution exhibits a mass ordering, with heavier particles traveling slower than lighter

ones. As the momentum increases, the velocity of all particles converges to c.

The TOF provides excellent capabilities for particle identification, and is particu-

larly effective in separating electrons from heavier hadrons at low momentum. This

is challenging using the TPC alone, as the dE/dx of the electrons overlaps with the

kaons at ∼ 500 MeV/c, and with the protons at ∼ 1 GeV/c. This is illustrated

in Fig. 3.12, where the dE/dx distribution in d+Au collisions is shown for charged

particles (top panel), and for particles satisfying |1/β − 1| < 0.03 (bottom panel).

Heavier particles such as the protons and kaons have been removed using the TOF,

and the electron and pion dE/dx bands are clearly distinguishable. A high purity

sample of electrons can be obtained by further using dE/dx to remove the pions. In

this way the TOF and TPC can provide high quality particle identification at low

momentum, and can be used to effectively identify electrons for p < 1.5 GeV/c. The

TOF matching efficiency and acceptance is ∼ 65 − 70% above 500 MeV/c, and de-

creases below this.
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TPC tracking in the minimum-bias d+Au colli-
sions. With 2s separation, Protons/kaons, kaons/
pions can be separated up to pT of ’ 3 and
’ 1:6GeV=c; respectively. In the p+p collisions,
the particle identification is limited by the pVPD
time resolution and therefore has lower pT reach.
Besides the hadron separation, with both informa-
tion of the dE=dx from the TPC and the time of
flight from the TOFr, electrons can also be
identified. The dE=dx distribution for electrons
and hadrons is shown in the bottom plot of Fig. 10
after applying the TOF cut of j1! 1=bjo0:03:

3. Conclusions

A tray for the STAR TOF was built with 28
MRPC modules made by USTC and RICE. It was

tested in the 2003 STAR physics run. The results
show that it is robust and reliable. The average
detection efficiency of the multi-channel readout is
around 95% after counting the absorption effect
for low transverse momentum particles. The time
resolution of the MRPCs in the TOFr is 85 ps
which meets the demand of the STAR physics
goal. The TOFr extends the PID capability of the
TPC substantially.
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Figure 3.12: Top: The TPC dE/dx as a function of momentum in d+Au collisions

at
√
s

NN
= 200 GeV for charged particles. Bottom: The dE/dx for particles that

satisfy |1/β − 1| < 0.03. Figure taken from [134].

3.2.3 Barrel Electromagnetic Calorimeter

The Barrel Electromagnetic Calorimeter [118] surrounds the TPC and TOF with full

azimuthal coverage and pseudorapidity coverage of |η| < 1. The BEMC is contained

within the STAR magnet, with the front face located at a radius of 223.5 cm. It

consists of 120 calorimeter modules, each covering 6 degrees (26 cm) and one unit

in pseudorapidity (293 cm), with a depth of 23.5 cm and an additional 6.6 cm of

structural plates. The modules are segmented into 40 towers, and each of the 4800

towers covers ∆η × ∆φ = 0.05 × 0.05. Each tower points back to the interaction

region, and covers an area of ∼ 10× 10 cm at η = 0.

58



Experimental Setup
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Fig. 7. Schematic illustration of the double layer STAR BEMC SMD. Two independent
wire layers, separated by an aluminum extrusion, image electromagnetic showers in the -
and -directions on corresponding pad layers.
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Back Strip PCB 150 strips are parallel to the anode wires

Cathode strips60 anode wiresEpoxyAluminum extrusion    30 cells on each side

Front Strip PCB    150 strips are perpendicular to the anode wires
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Fig. 8. Cross sectional view of the SMD showing the extruded aluminum profile, the wires
and cathode strips.

of the shower spatial distribution in the -direction. Each of these strips span 30
channels (30 wires). They have size of 0.1 radians in ( 23 , i.e. the module
width) and .0064 in ( 1.5 at low ). The other set of strips are parallel to the
wire channels of the aluminum extrusion. These strips are physically 1.33 wide
and have lengths 0.1 units in , while the wires are 1.0 units in .

Some important features of the double sided SMD design include improved relia-
bility, improved functionality in a high occupancy environments, improved hadron
rejection and separation, and simplified mechanical construction. The later
point is particularly significant. Single sided aluminum extrusions of the length
used in the STAR SMD are notoriously difficult to produce sufficiently flat and

11

Figure 3.13: The calorimeter BSMD, with two independent wire layers that provide

shower shapes along the η and φ direction. Figure take from [118]

.

The BEMC is a sampling calorimeter, consisting of alternating layers of lead ab-

sorber plates and scintillator plates. Charged particles traversing the lead absorber

plates will produce an electromagnetic shower, and the ionized electrons from these

showers are converted into light by the scintillator plates to determine the energy of

the shower. There are 20 layers of 5 mm thick lead plates which alternate with 21

scintillator plates. The scintillator plates are also 5 mm thick, except the first two

layers which are associated with the Pre Shower Detector (PSD) and are 6 mm thick.

A Barrel Shower Maximum Detector (BSMD) is located between the 5th and 6th lead-

scintillator stack. It consist of two layers of gas wire pad chambers along the η and φ

planes with dimensions of ∆η ×∆φ = 0.01× 0.05 and 0.05× 0.01, respectively, and

provides a two-dimensional shower shape as described in Fig. 3.13.
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The BEMC amounts to a total radiation length of ∼ 20X0, where the radiation

length X0 is defined as the mean distance over which a high energy electron loses all

but 1/e (37%) of its energy by Bremsstrahlung [13]. The light created by particles

striking the scintillating plates is transported by wavelength shifting (WLS) optical

fibers to photomultiplier tubes (PMTs) outside of the STAR magnetic field. A side

view of a calorimeter module is shown in Fig. 3.14 (left), and displays the projective

nature of the towers and the sandwich geometry of the lead-scintillator plates. The

core structure of each module is held together at a pressure of 15 psi using 30 straps

that are connected to the non-magnetic front and back plates of the module. This

ensures stability of the calorimeter layers regardless of the orientation. A side view of

a BEMC module is shown in detail in Fig. 3.14 (right), and describes the dimensions

and structure of the module.

Fig. 2. Side view of
a calorimeter module
showing the projective
nature of the towers. The
21st mega-tile layer is
also shown in plan view.

by 293 long with an active depth of 23.5 plus about 6.6 in structural
plates (of which 1.9 lies in front of the detector). The modules are segmented
into 40 towers, 2 in and 20 in , with each tower subtending 0.05 in by 0.05
in . The full Barrel Calorimeter is thus physically segmented into a total of 4800
towers, each of which is projective, pointing back to the center of the interaction
diamond. Fig. 2 shows a schematic side view of a module illustrating the projective
nature of the towers in the -direction while Fig. 3 shows a photograph of the 0
end of a module after assembly, before the light-tight covers are put in place.

Fig. 3. Photograph of a BEMC
module taken near the 0
end showing the projective tow-
ers and the WLS fiber routing
pattern along the sides of the
module. The WLS fibers termi-
nate in 10 pin optical connectors
mounted along the back (top in
the photo) plate of the module.

The calorimeter is a sampling calorimeter, and the core of each module consists of
a lead-scintillator stack and shower maximum detectors situated approximately 5
radiation lengths from the front of the stack. There are 20 layers of 5 thick lead,
19 layers of 5 thick scintillator and 2 layers of 6 thick scintillator. The
latter, thicker scintillator layers are used in the preshower portion of the detector as
described below.

The core structure, the stack, is held together by compression that is applied by a

5

Fig. 4. Side view of a STAR
EMC module showing the
mechanical assembly includ-
ing the compression compo-
nents and the rail mounting
system. Shown is the location
of the two layers of shower
maximum detector at a depth
of approximately from
the front face at

combination of 30 straps connecting the non-magnetic front and back-plates of a
calorimeter module, and a system of bolts and spring washers between the back
plate and the compression plate. An average internal pressure is created by this
compression system of approximately 15 . The stability of the calorimeter stack
is guaranteed in any orientation by friction between individual layers. All materials
in the stack are chosen to have suitable coefficients of friction.

Fig. 4 shows an end view of a module showing the mounting system and the com-
pression components.

4 The STAR BEMC Optical Structure

There are 21 active scintillating layers in the calorimeter. The material is Kuraray
SCSN81 (5 and 6 thick). Of these 21 layers, 19 are 5 thick and 2,
associated with the preshower detector, are 6 thick. The scintillator layers al-
ternate with 20 layers of 5 thick lead absorber plates. The plastic scintillator is
machined in the form of ’megatile’ sheets with 40 optically isolated ’tiles’ in each
layer. The layout of the 21 mega-tile sheet is illustrated in Fig. 2. The signal from
each scintillating tile is readout with a wavelength shifting (WLS) fiber embedded
in a ’ -groove’ that is machined in the tile. The optical isolation between individual
tiles in a given layer is achieved by machining 95% of the way through the scintil-
lator sheet and backfilling the resulting groove with opaque, silicon dioxide loaded

6

Figure 3.14: A side view of a BEMC module, showing projective tower geometry (left),

and dimensions and mechanical structure of the lead-scintillator plates, compression

plate, and rail mounting (right). Figure take from [118].
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Particle Identification

The BEMC towers (BTOW) provide information on the amount of energy deposited

in the calorimeter with an energy resolution of dE/E ∼ 16%/
√
E. With a depth

of 20X0, electrons are expected to deposit their entire energy in the calorimeter.

Hadrons have a much smaller interaction cross section with the lead, and generally

pass through the material as minimum ionizing particles (MIPs). As a result, they

deposit far less energy in the calorimeter. Since electrons are massless on the MeV

scale and above, the energy (E) that they deposit into the calorimeter is roughly

equal to their momentum. Combining the energy obtained from the BEMC with

the momentum obtained from the TPC provides a means of identifying electrons

via their energy-to-momentum ratio, E/p ∼ 1. The electron-hadron discrimination

power is poor for p < 1 GeV/c, as there is a significant contribution from hadrons

with E/p ∼ 1. As the momentum increases, the average hadron E/p decreases and

the discrimination power improves. The discrimination also depends on the resolu-

tion of the energy and momentum, which is dominated by the energy resolution at

low momentum and by the momentum resolution at high momentum. The efficiency

of matching an electron to an energy deposit in the BEMC is ∼ 80 − 90% above

1 GeV/c, and decreases below this.

The BSMD is located at 5X0, and provides information on the shape and posi-

tion of a shower. Electromagnetic showers are much broader than those of hadronic

showers, and at this depth electrons are expected to have a fully developed shower

shape. This is in contrast to hadrons, whose shower shape is not expected to have

developed. As a result, electromagnetic showers can be identified by a large number

of active η and φ strips (∼≥ 2) in the BSMD. The shower shape and position in the

BSMD can be combined with the BTOW energy to provide an improved resolution

on the cluster position and size.

The particle identification methods and associated efficiencies for each detector

used in this analysis are discussed in detail in Chapter 4.
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3.2.4 Trigger Detectors

The luminosities delivered to STAR have increased drastically over the lifetime of

RHIC, and not every collision can be recorded. Special consideration is taken to

decide on what collisions to trigger on and record. The STAR trigger system [137]

uses a pipelined setup in which information from the fast detectors is examined at

the bunch crossing rate. This information is used to determine whether to begin am-

plification digitization acquisition (ADA) for slower detectors which are required for

tracking and additional particle identification. The triggering performs multiple levels

of logic, with the final level (L3) based on tracking from the slow detectors [138], while

the first three trigger levels are based on information from the fast detectors [137].

The primary detectors used to trigger on collisions with minimum bias are the

BBC, pVPD, and ZDC, which are located to the East and West of the collision re-

gion with large rapidities. These detectors measure the scattering of the collided

nuclei and coincidences between their East and West components to detect whether

a collision took place. More advanced trigger logic can be implemented to bias the

event selection toward rare or interesting events. The BEMC, which is a fast detector

with a readout time of ∼ 10 ns, is used to trigger on events containing a large energy

deposit in a single tower or tower cluster, corresponding to the production of a jet

or high-pT particle. The TOF is used in addition to other detectors to trigger on

central heavy ion collisions by requiring a high occupancy of hits. In general, these

conditions are applied in addition to the minimum bias trigger conditions. In this

analysis, only minimum bias and central triggered events are considered, and these

rely on triggering using the pVPD. The ZDC and BBC are used for additional trigger-

ing conditions and for monitoring the beam and background rates. These detectors

are briefly described next.

The BBCs are located at a distance of 3.5 m from the interaction region and sur-

round the beam pipe. They are segmented into of two layers of hexagonal tiles, with

the inner layer consisting of smaller tiles, and larger tiles making up the outer layer.

The layout of the BBC is shown in Fig. 3.15. The BBC can be used to determine
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the vertex position and collision centrality, however they are restricted by their large

granularity and non-uniform efficiency. In this analysis, the BBCs have been used to

monitor beam conditions and background rates.
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Figure 3.15: The BBC layout at STAR. Figure taken from [139].

The pVPD detectors are located around the beam pipe outside of the STAR mag-

net at a distance of 5.6 m from the interaction region. They consist of lead-scintillator

layers coupled to 19 PMTs, 10 on the inner ring and 9 on the outer ring. Fragments

from the colliding nuclei, which generally do not participate in the collision, travel

at near the speed of light towards the pVPDs. The start resolution achieved by the

pVPD is ∼ 24 ps [123], and the time difference between the signals received at the

East and West pVPD is used to determine the vertex position of the collision. In

general, events are only triggered if they occur within 30 − 60 cm of the interaction

region to ensure a near uniform efficiency and acceptance of the detector. The pVPD

has been used as the primary minimum bias trigger in this analysis.
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The ZDCs are located along the beam line and outside of the RHIC dipole mag-

nets. This means that charged particles are bent away from the ZDCs as they exit

the interaction region. Spectator neutrons from the collision are detected by the

ZDC, which uses alternating layers of tungsten plates and wavelength shifting fibers

connected to PMTs to detect Cherenkov radiation. The ZDCs have been used in

this analysis for monitoring the beam conditions and background rates, and for event

triggering in addition to the pVPD.

LBNL Berkeley, BNL Brookhaven, UC Davis,
UCLA Los Angeles, and MEPhI Moscow [1,2].

2. Detector design

2.1. Conceptual design

The FTPC concept was determined mainly by
two considerations: Firstly by the high particle
density with tracks under small angles with respect
to the beam direction and secondly by the
restricted available space inside the TPC [3], where
the FTPCs are located. In Fig. 1 the final design is
shown. It is a cylindrical structure, 75 cm in
diameter and 120 cm long, with a radial drift field
and readout chambers located in five rings on the
outer cylinder surface. Each ring has two padrows
and is subdivided azimuthally into six readout
chambers. The radial drift configuration was
chosen to improve the two-track separation in
the region close to the beam pipe where the
particle density is highest. The field cage is formed
by the inner HV-electrode, a thin metalized plastic
tube, and the outer cylinder wall at ground
potential. The field region at both ends is closed
by a planar structure of concentric rings, made of
thin aluminum pipes. The front end electronics

(FEE), which amplifies, shapes, and digitizes the
signals, is mounted on the back of the readout
chambers. Each particle trajectory is sampled up
to 10 times. The ionization electrons are drifted to
the anode sense wires and induced signals on the
adjacent cathode surface are read out by 9600 pads
(each 1:6! 20 mm2). The above design has some
unusual and new features for a TPC:

* The electrons drift in a radial electrical field
perpendicular to the solenoidal magnetic field.

* Curved readout chambers are used to keep the
radial field as ideal as possible.

* A two-track separation of 1–2 mm is expected,
which is an order of magnitude better than in all
previously built TPCs with pad readout.

To meet these requirements a R+D program was
initiated, including the selection of the most
suitable gas mixture, the development of the
fabrication technology for the curved readout
chambers, and the optimization of the wire and
pad geometry for the readout chambers.

2.2. Selection of gas mixture

Due to the short drift length of only 23 cm a
cool gas mixture with CO2 or DME can be used. It
has a low diffusion coefficient for electrons and a

Fig. 1. Schematic diagram of an FTPC for the STAR experiment.

K.H. Ackermann et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 713–719714

Figure 3.16: A description of the FTPC layout at STAR. Figure taken from [121].

The FTPCs, shown in Fig. 3.16, are located at 2.5 < |η| < 4 and are cylindrical

in shape with a diameter of 75 cm and a length of 120 cm. They use the radial drift

of ionization electrons in a low diffusion gas (50% Ar, 50% CO2) to provide tracking

in a similar way to the TPC. Tracks with |η| < 1 are considered in this analysis, and

the FTPC is only used to determine the centrality of d+Au collisions. Further details

on the FTPC can be found in [121].
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The exact trigger requirements for the data used in this analysis are described in

Chapter 4.

3.2.5 Data Acquisition

The STAR Data Acquisition System (DAQ) is responsible for accumulating data from

the various detectors on an event level. It assembles the detector information into

larger data structures that describe the detector response to the collision environ-

ment. The RHIC Computing Facility (RCF) manages the data storage using a High

Performance Storage System (HPSS). The DAQ is responsible for reading data from

the STAR detectors, reducing the data rate, and storing the data using HPSS. The

DAQ applies the L3 trigger conditions before storing the data to decide whether the

data should be recorded. The L3 decision in based on tracking, and requires a farm

of ∼ 50 CPUs integrated with the DAQ to perform this. The delay between receiv-

ing the event information and the L3 deciding on whether to build/reject the event

means that the DAQ must be able to deal with multiple events at different stages of

completion. The DAQ was designed to operate at an event rate of ∼ 100 Hz. An

upgrade to the DAQ1000 [140] has increased the event rate to 1 kHz. In order to

deal with the large amounts of data, events are first compressed to reduce the event

size by a factor ∼ 10. The L3 trigger is then used to decide which events to write to

tape, and this reduces the data stream by a factor of ∼ 100. A detailed description of

the tasks, performance, and components of the DAQ system can be found in [141, 142].
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Data Analysis

The suppression of J/ψ in heavy ion collisions has been proposed as a signature of the

formation of a Quark Gluon Plasma due to the Debye screening of the heavy quark

potential in a deconfined medium [62]. However there are various other modifications

that need to be considered in order to quantify a suppression due to color screening.

The presence of nuclear matter in the initial-state of the collision can modify pro-

duction rates as nuclei cannot be treated as a superposition of nucleons. Similarly,

interactions with nuclear matter in the final-state can also cause modifications to ob-

served production rates. These cold nuclear matter (CNM) effects [93] are unrelated

to a phase transition into a deconfined medium, and can be studied in p + A and

d + A collisions where nuclear matter is present but a transition to a QGP is not

possible. There may also be modifications to J/ψ production in heavy ion collisions

other than CNM effects and color screening, such as the recombination of cc̄ quarks.

A systematic study of J/ψ in d + A and A+A is needed in order to disentangle the

various effects and quantify a suppression due to color screening.

The data and analysis methods used to reconstruct J/ψ via their dielectron decay

channel in d+Au and Au+Au collisions at
√
s

NN
= 200 GeV at the STAR detector

are described in this chapter. The dataset and trigger configurations are discussed,

followed by a description of the event selection requirements and centrality selection
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details. The track selection requirements and electron identification methods, includ-

ing their associated efficiencies, are presented. Finally, the total J/ψ efficiency and

acceptance correction is described.

4.1 Data and triggers

In 2008, STAR recorded collisions of d+Au at
√
s

NN
= 200 GeV for 9 weeks. This was

the first run after the removal of the inner tracking detectors, which greatly reduced

the amount of material and as a result the dielectron background. While STAR also

recorded d+Au collisions at
√
s

NN
= 200 GeV in 2003, the statistics were inadequate

to study rare particles such as J/ψ.

There have been several Au+Au runs at RHIC, and a detailed history of these

can be found in [105]. This analysis uses the Au+Au data recorded in 2010, which

was the first Au+Au run after the removal of the inner tracking detectors. STAR

recorded Au+Au collisions at
√
s

NN
= 200 GeV for 10.9 weeks before proceeding to

the Beam Energy Scan (BES) where Au+Au beams were collided at 62.4, 39, 11.5,

and 7.7 GeV. In 2011, the BES was extended to include 19.6 and 27 GeV, and another

6.4 weeks of Au+Au data at
√
s

NN
= 200 GeV were recorded. The data recorded in

2011 at
√
s

NN
= 200 GeV were not included in this analysis.

The data consists of several trigger configurations which have been used to iden-

tify specific types of collisions. Rare particles such as J/ψ and Υ can be enhanced

by triggering on a high-pT electrons or electron-pairs, which are identified by a large

energy deposit in the BEMC. These are not effective for low-pT J/ψ due to the large

background from π0 decay. As a result, this analysis only uses data obtained from

the minimum bias (MB) trigger. The minimum bias trigger for d+Au and Au+Au

required a coincidence between the East and West VPD, selecting on collisions within

30 cm of the interaction region along the beam line on the z−axis. For triggering

on d+Au collisions, the deuteron was required to fragment the gold ion. This was
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done by identifying a neutron in the East ZDC which faces the incoming gold nuclei,

corresponding to an ADC count above 5. The sampled luminosity and number of

minimum bias d+Au events recorded in 2008 are shown in Fig. 4.1, and a total of 46

M events were used in this analysis.

An additional central-biased trigger (CENT) was used to enhance central Au+Au

collisions accepted by the MB trigger. This was done by requiring a high occupancy

in the TOF detector, corresponding to a large particle multiplicity. The recorded

number of events for the MB and CENT trigger in Au+Au collisions are shown in

Fig. 4.2, and a total of 304 M minimum bias and 234 M central events were analyzed,

respectively.
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Figure 4.1: The integrated luminosity (left) and number of minimum bias events

(right) versus time, recorded for d+Au collisions at
√
s

NN
= 200 GeV. The recorded

data (circles) exceeds the goal for the run (line). Figure taken from [143].
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Figure 3.2: The number of minimum bias events recorded for Au+Au collisions at
p

sNN = 200 GeV versus time, using the MB trigger (left) and Central trigger (right).

The recorded data (black) and projections (blue) are compared to the goals for the

run (red). Figure taken from [145].

3.2 Event Selection

The minimum bias trigger identifies collisions that occur within |V
Z

| < 30 cm, and

this online vertex positon is determined from the time di↵erence in the East and West

VPD signals. The o✏ine vertex position is determined by the vertex finding algo-

rithm implemented for d+Au and Au+Au collisions (MinuitVF), which minimizes

the distance of closest approach of the reconstructed tracks within the event. The

z-vertex position is shown in Fig. 3.3 for minimum bias d+Au collisions (dotted line),

and is fitted with a Gaussian (dot-dashed line). The shape of the V
Z

distribution

is caused by the VPD trigger requirement and time resolution. The vertex position

obtained from MinuitVF is required to be within |V
Z

| < 30 cm in d+Au and Au+Au

collisions to ensure a high detector acceptance.

The VPD trigger is less e�cient in peripheral collisions, which causes losses in pe-

ripheral d+Au and Au+Au collisions. A reweighting of the multiplicity distribution

in d+Au collisions was performed, and this is described below. The J/ statistics are

limited in peripheral Au+Au collisions, and only data in 0�60% central Au+Au col-

lisions where the reweighting correction is negligible were used in this analysis. The
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√
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NN
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The recorded data (black) and projections (blue) are compared to the goals for the

run (red). Figure taken from [144].

4.2 Event Selection

The minimum bias trigger identifies collisions that occur within |VZ | < 30 cm, and

this online vertex position is determined from the time difference in the East and

West VPD signals. The offline vertex position is determined by the vertex finding

algorithm implemented for d+Au and Au+Au collisions (MinuitVF), which mini-

mizes the distance of closest approach of the reconstructed tracks at the origin. The

z-vertex position is shown in Fig. 4.3 for minimum bias d+Au collisions (dotted line).

The vertex position obtained from MinuitVF is required to be within |VZ | < 30 cm

in d+Au and Au+Au collisions to ensure a uniform detector efficiency.

The VPD trigger is less efficient in low multiplicity collisions, which causes losses

in peripheral d+Au and Au+Au collisions. These events are rejected or corrected

for inefficiencies to remove any bias from the centrality selection. A reweighting of

the multiplicity distribution in d+Au collisions was performed, and this is described

below. Only data in 0 − 60% central Au+Au collisions, where the VPD inefficiency

is negligible, were used in this analysis. The central trigger recorded 0− 10% central
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Figure 4.3: The primary vertex position for all events (dashed line), and for events

with NBEMC > 0 (solid line), in d+Au collisions. The distribution with NBEMC > 0

is fitted with a Gaussian (dot-dash line).

Au+Au events, however this also experiences inefficiencies for the less central colli-

sions. As a result, only 0−5% central Au+Au collisions from the central trigger were

considered.

4.2.1 Pile-up Removal

Due to the high beam luminosity (∼ 100 − 300 kHz) compared to the TPC readout

time (∼ 80 µs) at STAR, tracks from multiple events can be drifting through the

TPC at the same time. As a result, multiple vertices per event were reconstructed

by MinuitVF in d+Au and Au+Au collisions. The BEMC is a fast detector (readout

time ∼ 10 ns) and is not sensitive to pile-up. To ensure that the reconstructed vertex

triggered the event, pile-up events in d+Au collisions were removed by requiring at

least 1 track in the TPC to be matched to an energy deposition in the BEMC. The

vertex distribution in d+Au with NBEMC > 0 is shown in Fig. 4.3 (solid line), and
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is fitted with a Gaussian function (dot-dashed line). A total of 30 M d+Au events

satisfying |VZ | < 30 cm and NBEMC > 0 were accepted and analyzed. The event

selection criteria and number of events in d+Au collisions is summarized in Table 4.1.

The VPD VZ distribution in Au+Au collisions is shown in Fig. 4.4 versus the

reconstructed VZ obtained using MinuitVF (left panel). A clear correlation is seen,

however there is a significant amount of out-of-time events which exhibit no correla-

tion. To remove these pile-up events, a correlation between the VPD and MinuitVF

VZ position was required. The difference between the VPD and reconstructed VZ

position (∆VZ) is shown in Fig. 4.4, and the distribution has a width of 0.6 cm.

Pile-up events have been identified and removed by requiring |∆VZ | < 3 cm. The

remaining pile-up within |∆VZ | < 3 cm amounts to less than 1% of events. A total of

189 M minimum bias events in 0− 60% centrality and 87 M central events in 0− 5%

centrality with |VZ | < 30 cm and |∆VZ | < 3 cm were used in this analysis. The event

selection requirements for Au+Au collisions are summarized in Table 4.2.
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Figure 4.4: The VPD VZ versus the reconstructed VZ position in Au+Au collisions

(left panel), and the difference between these vertex positions, ∆VZ (right panel).
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Table 4.1: Event selection in d+Au collisions.

Trigger Condition Events

Minimum Bias None 46 M

|VZ | < 30 cm 31 M

NBEMC > 0 30 M

Table 4.2: Event selection in Au+Au collisions.

Trigger Condition Events

Minimum Bias None 304 M

0− 60% 222 M

|VZ | < 30 cm 191 M

|∆VZ | < 3 cm 189 M

Central None 234 M

0− 5% 96 M

|VZ | < 30 cm 87 M

|∆VZ | < 3 cm 87 M

4.2.2 Corrupt Scaler Rates

The BBC and ZDC detectors monitor the beam collision and background rates (scaler

rates) during each run, and some of these rates are used to understand and correct for

distortion effects in the TPC. During the recording of d+Au collisions in 2008, there

were instances when the scaler boards were faulty and the rates from the BBC and

the ZDC recorded values 2 or 3 times higher than the correct values. Although such
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instances only account for ∼ 0.1% of the total statistics, it is necessary to understand

and correct for these effects, especially for the analysis of rare particles. A method

to exclude these corrupt events was developed, and is described next.

Identifying and removing events with incorrect scaler rates during data production

has been implemented for subsequent runs. However, since this problem was discov-

ered after the recording and production of the d+Au data, a solution that could be

implemented on the analysis level was necessary. Since the beam luminosity decreases

over time, it is periodically dumped and re-filled. Within each fill of the beam, the

luminosity monotonically decreases and there is a large variation of the scaler rates

over time in a single fill, making it hard to identify problematic scaler rates directly.

To remove the variation of beam rates within a fill, ratios of different scaler rates

were computed. From these ratios, clear instances of events with problematic scaler

rates could be identified and removed. This is illustrated in Fig. 4.5, where the ratio

of the ZDC coincidence rate and BBC coincidence rate is plotted versus the beam fill

number. While most events have a ratio of approximately 0.3, instances where this

value is a factor of 2 higher or lower are clearly observed. The distortion corrections

do not rely on the BBC coincidence rate, and no consideration was taken for events

where this rate was problematic. Events with incorrect ZDC coincidence rates were

identified as having a ratio above 0.42 and were removed.

For some scaler channels, where this approach did not completely remove the in-

fill fluctuations and no clear structure where the doubling of scaler rates could be

identified, a slightly more complicated approach was taken. By using a Principle

Component Analysis (PCA), the rates of interest were approximated from a combi-

nation of other scaler rates. The actual scaler rate was divided by the approximation,

yielding a ratio approximately equal to unity. Outliers represented corrupt events

and were removed. The total number of events rejected due to problematic scalers

corresponds to ∼ 1% of the total statistics.
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Figure 4.5: The ratio of the ZDC coincidence an BBC coincidence rates. Outliers are

instances of hardware failures resulting in incorrect rates (above dotted line), and are

removed.

4.3 Event Centrality

The centrality of a collision is a description of the amount of transverse overlap in the

colliding nuclei. Central collisions, which have a large overlap region of the nuclei,

will on average produce a more energetic system and result in a larger particle multi-

plicity. In order to understand the evolution of modifications to J/ψ production with

energy density, an understanding of the charged particle multiplicity and a measure

of the collision centrality is required. The centrality of a collision cannot be directly

measured, and is generally determined from the observed particle multiplicity. The

TPC was used to determine the charged particle multiplicity and centrality selection

in Au+Au collisions. To remove correlations between the centrality selection and the

observed event in the lower multiplicity d+Au environment, the FTPC multiplicity

was also used in d+Au for the centrality selection. A description of the event multi-

plicity and centrality in d+Au and Au+Au collisions is given below.
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4.3.1 Multiplicity

The charged particle reference multiplicity (refMult) in the TPC and FTPC is de-

fined as the number of primary tracks passing the requirements listed in Table 4.3.

Constraints are placed on the number of reconstructed hit points (nHitsFit) to ensure

a good track fit quality, and on the detector acceptance using transverse momentum

(pT ) and pseudorapidity (η). The distance of closest approach between tracks and

the reconstructed vertex (DCA) is required to be within 3 cm to ensure they originate

from the primary collision vertex.

Pile-up events were removed by requiring that a track was matched to the BEMC

in d+Au, and by requiring a correlation between the VPD and the reconstructed

track vertex position in Au+Au. However, pile-up tracks (out-of-time tracks that

originate from a different collision vertex) can still be associated with the triggered

collision because of the high bunch crossing rate crossing compared to the TPC read-

out time, and this effect becomes more pronounced at higher luminosity. This is

reflected in the mean charged particle multiplicity in the TPC as a function of beam

luminosity in d+Au collisions as shown in Fig. 4.6 (circles), which exhibits a clear

increase with luminosity (BBC coincidence rate). Additional constraints applied to

tracks in the TPC and FTPC for the d+Au data to remove pile-up are described next.

A class of pile-up tracks which cross the central membrane after the collision,

known as Post-Crossing tracks, were identified during data production. These tracks

are formed by associating an out-of-time track to a triggered vertex. The time offset

shifts the reconstructed z-position of the track, and this can artificially move the

reconstructed track position across the central membrane, which is not physically

possible. These tracks were flagged and removed by requiring flag < 1000. The

mean refMult after removing post-crossing tracks is shown in Fig. 4.6 (square). The

luminosity dependence has decreased but is still apparent, indicating further pile-up.
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Table 4.3: Charged particle event multiplicity requirements.

TPC FTPC

|η| < 0.5 −3.8 < η < −2.8

pT > 0.15 GeV/c pT < 3 GeV/c

nHitsFit > 16 5 < nHitsFit < 12

|DCA| < 3 cm *|DCA| < 2 cm

*χ2 < 6

(*only applied to d+Au.)

Figure 4.6: The mean charged particle multiplicity for the TPC in d+Au collisions.

Since pile-up tracks do not originate from the triggered collision, they will have a

poor extrapolation to the collision vertex. Primary tracks include the vertex position
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in track fitting, resulting in a large χ2 for pile-up primary tracks. The remaining

pile-up in the d+Au data was removed by applying an upper limit on the track χ2.

To ensure a constant mean refMult as a function of luminosity, a value of χ2 < 6

on the fit quality of primary tracks was required. This results in a constant mean

refMult as a function of luminosity in d+Au, as shown in Fig. 4.6 (triangles). The

χ2 values are not as well tuned in the FTPC, and so a similar approach was taken to

remove pile-up by looking at the DCA of tracks to the vertex. A stable refMult was

obtained by requiring |DCA| < 2 cm in the FTPC.
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Figure 4.7: The charged particle multiplicity (left) and mean multiplicity (right) in

the TPC as a function of BBC coincidence rate in Au+Au collisions.

The charged particle multiplicity in Au+Au collisions is shown versus the BBC

coincidence rates in Fig. 4.7 (left panel). The mean refMult has been calculated as

a function of the luminosity rates, and fitted with a straight line (right panel). The

mean refMult decreases slightly at high luminosities due to the high charge occu-

pancy in the TPC. The luminosity dependence of the refMult in Au+Au, as well as
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the time dependence and z-vertex position dependence, and have been studied and

the refMult in Au+Au has been corrected event-by-event [145]. The time depen-

dence of the mean refMult for Au+Au is shown in Fig. 4.8 before corrections (left

panel) and after corrections (right panel). This is stable after the corrections are

applied, and outliers (red) were removed from the analysis.
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Figure 4.8: The mean multiplicity in the TPC as a function of time before corrections

(left) and after corrections (right) in Au+Au collisions. Outliers (red) are removed

from the analysis [145].

The mean multiplicity in the FTPC during the d+Au data taking in 2008 exhibits

sizable fluctuations across the entire run. The entire run period was subsequently

divided into 3 periods, namely

· Run Period 1: Run Number 8340015 - 9008109

· Run Period 2: Run Number 9009007 - 9020089

· Run Period 3: Run Number 9021001 - 9027091

in which the multiplicity was roughly constant. These time periods coincide with

hardware changes in the detector. As a result, all centrality selections were calcu-

lated in 3 distinct time periods for the d+Au data [146]. The centrality selection in

d+Au and Au+Au are discussed below.
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4.3.2 Centrality Selection

The transverse overlap of the colliding nuclei cannot be measured directly, and the

centrality selection has been determined using a Monte Carlo Glauber calculation [147,

148, 149, 150] which is used to simulate the colliding nuclei. A description of the

Glauber model can be found in Appendix A, and has been used to simulate collisions

as a function of the collision impact parameter (b). In each collision, the number

of participants (Npart) and binary collisions (Ncoll) was related to the collision cen-

trality and charged particle multiplicity. The measured particle multiplicity from

data was compared to the distribution from the Glauber model and used to con-

strain the centrality of the collision. The centrality in Au+Au collisions was defined

using the particle multiplicity measured in the TPC, and this is shown in Fig. 4.9

(black). In d+Au, the centrality selection also relies on the multiplicity measured

in the East (gold facing) FTPC (FTPC-E), which has pseudorapidity coverage of

−3.8 < η < −2.8. This was beneficial to the centrality determination in d+Au, as

the large gap in pseudorapidity between the TPC and FTPC removes correlations

which may bias the centrality selection in the low multiplicity d+Au collision envi-

ronment.

The multiplicity ranges and corresponding values of 〈b〉, 〈Npart〉, and 〈Ncoll〉 ob-

tained from the Glauber model, along with their uncertainties, are shown in Table 4.4

for d+Au collisions, and Table 4.5 for Au+Au collisions. This has been performed

in 3 distinct run periods for d+Au collisions due to instabilities in the FTPC, and

the multiplicity range in d+Au for each centrality is the same for run period 1 and

2, and is shown in brackets for run period 3.

4.3.3 Multiplicity Reweighting

The TPC refMult is shown in Fig. 4.9 for Au+Au collisions obtained from data

(black) and Glauber Monte Carlo simulations (red), and the Glauber distribution

has been normalized to the data for refMult > 100. There is a discrepancy between
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Table 4.4: The centrality definitions in d+Au collisions.

Centrality (%) *refMult 〈Npart〉 〈Ncoll〉 〈b〉 (fm)

0− 20 > 10(8) 15.22± 1.83 14.59± 1.75 3.57± 0.43

20− 40 > 6(4) 11.37± 1.36 10.75± 1.29 4.57± 0.55

40− 100 ≤ 6(4) 5.65± 0.68 4.75± 0.57 6.65± 0.80

(*FTPC-E multiplicity)

Table 4.5: The centrality definitions in Au+Au collisions.

Centrality (%) refMult 〈Npart〉 〈Ncoll〉 〈b〉 (fm)

0− 5 > 446 349.81± 2.70 1071.15±28.86 2.32± 0.13

5− 10 > 379 300.87± 7.04 856.01± 27.08 3.97± 0.22

10− 20 > 269 235.61± 8.83 608.81± 31.13 5.66± 0.23

20− 30 > 184 167.67± 10.55 377.29± 33.31 7.33± 0.27

30− 40 > 119 115.87± 11.10 223.79± 30.46 8.69± 0.31

40− 50 > 73 76.37± 10.70 124.28± 24.57 9.87± 0.35

50− 60 > 41 47.69± 9.44 64.42± 17.69 10.92± 0.40

60− 70 > 21 27.46± 7.77 30.52± 11.46 11.88± 0.45

70− 80 > 10 14.43± 5.26 13.39± 6.13 12.81± 0.50

0− 20 > 269 280.21± 5.97 785.18± 28.68 4.41± 0.16

20− 40 > 119 141.63± 10.65 300.35± 31.51 8.01± 0.28

40− 60 > 41 62.14± 9.97 94.55± 20.93 10.39± 0.37

60− 80 > 30 21.12± 6.21 22.20± 8.44 12.33± 0.46

0− 60 > 41 161.25± 8.87 392.58± 26.77 7.61± 0.27

0− 80 > 10 127.12± 7.53 302.61± 21.08 8.76± 0.30
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Figure 4.9: The multiplicity distribution in the TPC for minimum bias events in

Au+Au collisions from data (black) and Glauber Monte Carlo simulation (red) [145].

the data and simulation for refMult < 40, as the VPD is not completely efficient

at triggering on low multiplicity events. To correct for the inefficiency at low mul-

tiplicity, a reweighting procedure of the refMult distribution was carried out. The

multiplicity weights were obtained from the ratio of the Glauber prediction to the

data and were used to correct the measured refMult.

The multiplicity reweighting factor in Au+Au collisions has been calculated by

comparing the data and Glauber refMult distribution, as shown in Fig. 4.9. The

ratio of the Glauber multiplicity to the data is shown in Fig. 4.10, and the weights

are large at low multiplicity. These decrease at higher multiplicity, and approach

unity for 0 − 60% central collisions. In this analysis, only 0 − 60% central Au+Au

collisions have been analyzed, and no reweighting of the multiplicity has been applied.
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Figure 4.10: The TPC multiplicity weights for Au+Au collisions [145].

The East FTPC refMult distribution obtained from data and Glauber simula-

tions in d+Au collisions is shown Fig. 4.11, and the data also exhibits an inefficiency

for low multiplicity events. The distributions are normalized for refMult > 6, and

there are significant losses in the multiplicity from data for refMult < 6. The effect

is negligible for 0 − 20% and 20 − 40% central collisions, but has a large effect on

40− 100% central d+Au collisions. This represents a large fraction of the data, and

a reweighting of the multiplicity was carried out to correct for this.

The weights used to correct the multiplicity in d+Au collisions were calculated

as a function of the TPC and FTPC multiplicities, and were obtained from the ratio

of the FTPC-E multiplicity distribution between data and Glauber simulations for

each TPC multiplicity. For each event, the TPC and FTPC-E multiplicities were

determined after the removal of pile-up, and the corresponding weight was obtained

and used to correct the multiplicity. The TPC refMult for d+Au collisions is shown

in Fig. 4.12 for 40 − 100% central events. The unweighted multiplicity distribution
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Figure 4.11: The East FTPC particle multiplicity distribution in d+Au collisions for

run period 1 from data (open circle) and Glauber simulations (line) [146].

(black) is compared to the multiplicity after reweighting (blue). The distributions are

also compared to the multiplicity distribution from previous d+Au collisions recorded

in 2003 (red). An additional efficiency factor has been applied to to compensate for

losses due to pile-up removal in the high luminosity 2008 data. The reweighting effect

is negligible in central and mid-central collisions, but has a significant impact on low

multiplicity collisions in 40− 100% centrality.

4.4 Track Selection

The TPC provides tracking for charged particles with full azimuthal coverage and

pseudorapidity coverage at midrapidity. The acceptance of the TPC is illustrated in

Fig. 4.13, and shows the pseudorapidity versus azimuthal angle (left) and transverse

momentum versus azimuthal angle (right) in Au+Au collisions. Tracks are required
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Figure 4.12: The TPC charged particle multiplicity for 40 − 100% central d+Au

collisions before weighting (black) and after weighting (blue). The data are compared

to the 2003 d+Au data (red). The distributions are normalized for multiplicity > 5.

to have pT > 0.2 GeV/c in order to reach the outer radius of the TPC. The TPC

sector 20 was disabled during the 2010 data taking, corresponding to the losses for

−1 < φ < 0 and −1 < η < 0. There is also a decrease in statistics for 1 < φ < 2 and

−1 < η < 0, due to the temporary masking of sector 24.

The pseudorapidity distribution for charged particles in d+Au collisions is shown

in Fig. 4.14 for various ranges of vertex position. Due to the asymmetry of the d+Au

collision system, more particles are created with η < 0 (gold-facing direction). Only

events which have |VZ | < 30 cm are accepted in this analysis, and the pseudorapidity

distribution exhibits non-uniform behavior beyond this. The tracking efficiency is

uniform for |η| < 1, and decreases outside of this. As a result, only tracks with

|η| < 1 are accepted in this analysis.
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Figure 4.13: The TPC azimuthal angle versus pseudorapidity (left) and transverse

momentum (right) for charged particles in Au+Au collisions. The losses correspond

to masked out/disabled sectors in the TPC.

To ensure a high track reconstruction quality, requirements are placed on the num-

ber of reconstructed hit points (nHitsFit), the ratio of reconstructed hit points to

possible hit points (nHitsRatio), the number of dE/dx hit points (nHitsDedx), and

the distance of closest approach between the track and the vertex (DCA). Tracks are re-

quired to have nHitsFit ≥ 20 (16), nHitsRatio > 0.52 (0.52), nHitsDedx ≥ 16 (12),

and |DCA| < 3 (2) cm in d+Au (Au+Au) collisions. The value for nHitsRatio was

chosen to ensure the removal of split tracks, while the minimum number of spatial

and dE/dx hits were chosen to remove poorly reconstructed tracks while not signifi-

cantly decreasing statistics. The Au+Au data exhibit a smaller mean number of hits

per track due to the high occupancy environment, and more stringent requirements

have been placed on the number of hits in d+Au. Similarly, a tighter requirement

has been placed on the DCA of tracks to the collision vertex in Au+Au because of the

higher track density.

Tracks are also given a flag during the fitting process to indicate the fit quality and

detector used in the fitting. Tracks that are poorly reconstructed have flag < 0 and

are not considered. Post-crossing tracks, which are from pile-up, have flag > 1000
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Figure 4.14: The pseudorapidity distribution for charged particles in d+Au collisions

for a range of different vertex positions.

and are also removed. Tracks in the TPC that have a good reconstruction quality are

given a flag of 301, and only these tracks are selected for this analysis. The quality

requirements for tracks reconstructed in d+Au and Au+Au collisions are summarized

in Table 4.6, and the conditions in Au+Au are shown in brackets when different.

4.5 Electron Identification

Electrons can provide a very clean probe of early conditions and the evolution of the

collision environment as they do not strongly interact with the medium. The TPC

has been used as the primary tool for electron identification in STAR, and utilizes

the reconstructed momentum and ionization energy loss per unit length (dE/dx).

The TOF and BEMC have been used to further discriminate between electrons and
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Table 4.6: Primary track selection in d+Au (Au+Au) collisions.

Transverse Momentum pT > 0.2 GeV/c

Pseudorapidity |η| < 1.0

Track Flag flag == 301

Spatial Hits nHitsFit ≥ 20 (16)

Hits / Possible Hits nHitsRatio ≥ 0.52

dE/dx Hits nDedxHits ≥ 16 (12)

DCA |DCA| < 3 (2) cm

hadrons at low and high pT , respectively. The TOF was only partially installed in

2008, and has not been included in the d+Au analysis due to limited acceptance.

The details of the electron identification methods using the TPC, BEMC, and TOF,

including the associated efficiencies of these detectors, are described below.

4.5.1 TPC dE/dx

The Time Projection Chamber has been used for track reconstruction and measuring

particle ionization energy loss per unit length (dE/dx). The track momentum and

dE/dx have been used to identify electrons, and this is illustrated in Fig. 4.15 for

charged particles in Au+Au collisions. The expected dE/dx values for various parti-

cles obtained from the Bichsel functions [131] are also shown (lines).

In order to identify electrons, the dE/dx is normalized to the expected dE/dx for

electrons obtained from the Bichsel functions (dE/dxBichsel) and scaled by the dE/dx

resolution (σdE/dx) to obtain the variable nσe. The variable nσe is constructed to
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Figure 4.15: The energy loss per unit length, dE/dx, of charged particles in d+Au

collisions. The solid lines indicate the expected dE/dx obtained from the Bichsel

functions [131].

follow a Gaussian distribution with a mean of 0 and width of 1, where

nσe = log

(
dE/dxMeasured

dE/dxBichsel

)
/σdE/dx. (4.1)

The measured mean and width of the nσe distribution are not exactly equal to

0 and 1, respectively, and must be determined from data. Due to the overlap of the

dE/dx of different particles and significant contamination from hadrons, the electron

nσe shape cannot be directly extracted from the data. The nσe distribution has been

projected into small momentum bins and fitted with multiple Gaussian functions to

take into account the various particle contributions so that the electron distribution

can be understood. This is challenging as there are regions in which the dE/dx of

different particles overlaps completely, and this can cause ambiguity in the fitting.

This becomes more difficult in Au+Au collisions where the background is higher.
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The nσe distribution has been calculated using the dE/dx of all particles in Au+Au

collisions, and is shown in Fig. 4.16 (black) for 0.8 < p < 0.9 GeV/c (left panel)

and 2.5 < p < 3 GeV/c (right panel). The red shaded region (nσe = 0 ± 1) indi-

cates dE/dx values close to the expected electron dE/dx shown in Fig. 4.15, and

represents the approximate mean and width of the electron distribution. However,

the electrons cannot be seen clearly due to the significant hadron contamination. In

order to suppress the hadron contamination in Au+Au collisions, the TOF has been

used to identify electrons. The TOF is unable to separate pions from electrons, but

can remove most other hadron contamination for p < 1.5 GeV/c. In addition to using

the TOF, a small pair-wise mass of particles, mee < 10 MeV/c2, was required to select

electrons from photon conversions to further reduce the background in Au+Au. The

electron nσe distribution obtained after applying both of these conditions is shown in

Fig. 4.16 (green), and the electron peak is clearly visible.
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Figure 4.16: The nσe distribution in Au+Au collisions for 0.8 < p < 0.9 GeV/c (left)

and 2.5 < p < 3 GeV/c (right). The red band represents the approximate dE/dx for

electrons.

After enhancing the electron contribution in the nσe distribution by using the

TOF and selecting photonic electrons, multiple Gaussian fitting was performed on
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the nσe distribution to determine the shape of the electron contribution. This is

shown for 1.8 < p < 2 GeV/c in Au+Au collisions in Fig. 4.17, and the data (black

histogram) has been fitted with a sum of Gaussian (solid line) to determine the elec-

tron (long dashed line), proton and kaon (dot-dahsed line), and pion (short dashed

line) contributions. In this momentum range the TOF cannot completely remove the

heavier hadrons, and the proton and kaon dE/dx bands cannot be distinguished and

are described by a single Gaussian. The peak at nσe ∼ 5 has been excluded from

the fit, and is caused by merged pions whose tracks could not be distinguished in the

TPC. The Bichsel functions have been used to determine the expected mean value of

the hadrons along the nσe axis (vertical lines), and the number of dE/dx hit points

from data has been used to estimate the uncertainty in the expected mean dE/dx

(shaded bands). This determines the fit range for the mean of each particle, which

is indicated by the shaded bands in Fig. 4.17. The Gaussian fitting to the nσe dis-

tribution has been performed as a function of momentum and collision centrality in

Au+Au collisions. These results are summarized in Appendix B.2, along with further

details on the fitting procedure.

The same approach has been used to fit the nσe distribution in d+Au collisions,

however the TOF was not available to remove the contribution from heavier hadrons.

To avoid the large hadron contamination due to the overlap of kaons and protons

with the electron dE/dx at ∼ 0.6 GeV/c and ∼ 1 GeV/c, respectively, only electrons

with p > 1.2 GeV/c have been used for J/ψ reconstruction in d+Au collisions. As a

result, the nσe fitting in d+Au collisions has been performed for p > 1 GeV/c. In this

range, the kaon dE/dx cannot be distinguished from the protons, and the kaons are

included in the proton fit. Gaussian functions are fitted to the electron, pion, proton,

and deuteron dE/dx. The deuteron contribution becomes negligible for p > 2 GeV,

and they are excluded from the fitting in this range. To improve the fit to the elec-

tron Gaussian, the mean and width of the nσe distribution for a high purity sample of

photonic electrons was obtained. The values of µ = −0.3 and σ = 0.9 were obtained

and used to constrain the fitting to the electron nσe. A summary of the momentum

dependence of the nσe distributions and multiple Gaussian fitting in d+Au, as well
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Figure 4.17: The nσe distribution for 1.8 < p < 2 GeV/c in 0− 60% central Au+Au

collisions (black histogram). Gaussian distributions have been fitted to the data to

obtain the electron (red), proton (green), and pion (blue) contributions.

as a detailed description of the fitting procedure, is provided in Appendix B.1.

The Gaussian fit parameters extracted from the nσe distribution for various par-

ticles in d+Au and Au+Au collisions are summarized in Fig. 4.18 and Fig. 4.19,

respectively. No fitting was performed to deuterons and protons with p < 1.8 GeV/c

in Au+Au, as these were removed by the TOF. The kaons have also been removed

by the TOF at low momentum, and their dE/dx merges with the dE/dx of other

hadrons above 1 GeV/c. The Gaussian height (left), mean (middle), and width (right)

exhibit a smooth behavior for each particle for most of the momentum range. There

are some fluctuations in regions where the fitting was under-constrained due to the
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overlap in dE/dx of different particles. These fluctuations in the fit parameters have

been taken into account in the systematic uncertainties, described in Chapter 6. The

electron mean and width in Au+Au collisions exhibit a momentum dependence. This

may be due to a momentum dependence on the normalization of the electron dE/dx,

or an artificial effect from hadron contamination. This is also included in the system-

atic uncertainties. The centrality dependence of the nσe distributions and Gaussian

fit parameters in Au+Au collisions can be found in Appendix B.2.
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Figure 4.18: The height (left), mean (middle), and width (right) of the Gaussian

functions fitted to the electrons (red circles), pion (blue upward triangles), protons

(green squares), and deuterons (magenta downward triangles) in d+Au collisions

versus momentum.

Tracks in d+Au collisions were required to have |nσe| < 2.4 to select electrons,

and hadrons were rejected by requiring |nσp| > 2.2 and |nσπ| > 2.5. These values

were chosen to optimize the statistics and purity of the electron sample. Further-

more, only tracks with a transverse momentum of pT > 1.0 GeV/c and momentum

p > 1.2 GeV/c were accepted to remove hadron contamination from the protons and

kaons.

In Au+Au collisions, the TOF was used to remove the contribution from heavier
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Figure 4.19: The height (left), mean (middle) and width (right) of the Gaussian

functions fitted to the electrons (red circles), pions (blue triangles), and protons

(green squares) in Au+Au collisions versus momentum.

particles such as kaons and protons at low momentum where their dE/dx overlaps

with that of the electrons. As a result, no conditions on track momentum or hadron

dE/dx were required in Au+Au. The TOF cannot separate pions and electrons,

and was unable to reject other hadrons above 1.5 GeV/c. These contributions were

removed by requiring −1 < nσe < 2, and an asymmetric cut was chosen to reject

the large hadron contamination from pions and protons with p > 1.5 GeV/c which

have nσe . −1. This requirement accepts most electrons while rejecting the large

majority of hadrons, as can be seen in Fig. 4.17. The efficiency and purity associated

to identifying electrons using dE/dx are discussed in the following section.

4.5.2 TOF 1/β

The mass of electrons is negligible in the momentum range considered in this analysis,

and as a result they have a velocity β ≡ v/c ∼ 1. Heavier particles will travel slower

at a given momentum, and the TOF can be used to separate these from the electrons

by measuring the particle flight time and velocity. As the momentum of particles
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increases, their velocity approaches c and hadrons can no longer be separated from

electrons. The TOF can be used to separate electrons from heavier hadrons up to

p ∼ 1.5 GeV/c, but cannot remove pions due to their small mass.

Tracks in the TPC are matched to the TOF in order to calculate their flight time

and velocity. The TOF 1/β distribution is shown in Fig. 4.20 as a function of TPC

momentum for all charged particles in Au+Au collisions (left panel). The expected

1/β has been calculated using the mass of each particle [136], and these are also

shown (lines). The 1/β distribution for electrons with 0.2 < p < 0.4 GeV/c is shown

in Fig. 4.20 (right panel), and has been fitted with a Gaussian function to obtain a

width of σ = 0.01. Electrons are identified by requiring |1/β− 1| < 0.03, correspond-

ing to a 3σ cut around 1/β = 1.
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Figure 4.20: The TOF 1/β versus TPC momentum for all charged particles in Au+Au

collisions (left panel). The lines indicate the expected value for various particles. The

1/β for electrons with 0.2 < p < 0.4 GeV/c (right panel) is fitted with a Gaussian.

The dE/dx distribution for charged particles in Au+Au collisions is shown in

Fig. 4.21 before using the TOF (left panel), and after matching to the TOF and

requiring |1/β − 1| < 0.03 (right panel). This illustrates the electron identification
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capabilities of the TOF, as heavier hadrons such as kaons, protons, and deuterons,

have been removed. The pion and electron dE/dx bands are clearly visible, and the

remaining hadrons were removed using dE/dx by requiring −1 < nσe < 2. The TOF

is less effective at separating heavier hadrons from electrons at high momentum, and

is only used to identify electrons with p < 1.5 GeV/c in Au+Au collisions. The

TOF was not fully installed during the 2008 d+Au taking and has not been used for

particle identification in d+Au collisions.
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Figure 4.21: The TPC dE/dx versus momentum for charged particles in Au+Au

collisions (left panel). Heavier hadrons are removed using the TOF by requiring

|1/β − 1| < 0.03 (right panel). The expected values for various particles are shown

(lines) and are obtained from the Bichsel functions [131].
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4.5.3 BEMC E/p

The BEMC has been used to discriminate between electrons and hadrons and to im-

prove the purity of the electron candidates used for J/ψ reconstruction. This was

done by considering the energy deposited in the BEMC towers (BTOW), and the

shower shape obtained by the BEMC shower maximum detector (BSMD). The en-

ergy deposited by electrons in the BTOW is approximately equal to their momentum,

and electrons can be identified from their energy-to-momentum ratio E/p ∼ 1. Elec-

tromagnetic showers are also more developed than hadronic showers, and the BSMD

η and φ strips can be used to distinguish between electrons and hadrons. The BSMD

can also be used to determine the position of the shower more accurately than the

BTOW.

Tracks in the TPC were projected outwards to the BEMC to determine the η

and φ coordinates of the particle as it struck the BEMC. The simplest method used

to reconstruct the energy of a particle in the BEMC was to identify the tower that

the particle struck (t1) and obtain the corresponding tower energy (E1). The struck

tower was identified by matching the track and tower η and φ coordinates, and the

position of the energy deposition was taken as the center of the tower position. Tow-

ers were required to have an energy greater than the threshold energy ET = 200 MeV

to remove false matches due to noise in the electronics. This value was obtained by

fitting a Gaussian function to the noise peak in the energy spectrum at E = 0 GeV

and excluding energies within 5σ.

The Molière radius for electrons in lead is RM ∼ 1.6 cm, and electrons will deposit

∼ 95% of their shower in a cylinder of radius 2RM [118]. At midrapidity, the BEMC

tower size is ∼ 10× 10 cm2, and electrons that strike near the center of a tower will

deposit their entire energy into a single tower. However, electrons that hit near the

edge of a tower may deposit their energy in more than one tower. In order to recon-

struct the full electron energy in d+Au, neighboring towers were clustered together

to form the tower cluster energy En. The clustering was performed by identifying

t1 and considering this and the 8 surrounding towers, forming a 3 × 3 tower grid.
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Smaller clusters were formed by considering the 3 closest towers to the TPC track

at the BEMC surface within the 3 × 3 tower grid. The BEMC energy spectrum for

particles with p > 1 GeV/c in d+Au collisions is shown in Fig. 4.22. The energy

obtained from a single tower (circles) has been compared to the energy obtained from

a 3 tower cluster (squares) and a 9 tower cluster (triangles). There is an increase in

the energy when using more than one tower for the energy reconstruction, resulting in

a more accurate measure of the electron energy, however no improvement was found

when using more than 3 towers. The final BEMC energy used in d+Au collisions was

obtained from the 3 tower cluster energy E3.
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Figure 4.22: The BEMC energy spectrum for particles with p > 1 GeV/c in d+Au

collisions.

The energy reconstructed in the BEMC has been used to identify electrons from

their energy-to-momentum ratio E/p, where E is BEMC energy, and p is the mo-

mentum obtained from the TPC. Electrons in d+Au have been identified using the
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TPC by requiring |nσe| < 2.4, |nσp| > 2.2, and |nσπ| > 2.5, and the E/p distribution

for tracks satisfying these constraints with 2 < p < 3 GeV/c is shown in Fig. 4.23

(circles). There is a significant amount of hadron contamination which populates the

low E/p. The electron E/p, which is approximately Gaussian with a mean of 1, can

be seen in excess of the hadron contamination. The E/p distribution from a pure

hadron sample (triangles) obtained by requiring |nσe| > 3 has been scaled using the

purity obtained from the nσe distributions, and replicates the hadron contamination

well. This illustrates the electron-hadron discrimination capabilities of the BEMC,

and hadrons in d+Au have been rejected by requiring E/p > 0.5.
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Figure 4.23: The E/p distribution for electron candidates (circles) and hadrons (tri-

angles) with 2 < p < 3 GeV/c in d+Au collisions.

To understand the shape of the E/p distribution for electrons, a high purity

sample of electrons has been obtained by applying more stringent requirements on

dE/dx. An electron sample with a purity of > 95% has been obtained in d+Au,

however this is only used to study the detector response to electrons as the statistics
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are too limited for J/ψ reconstruction. The E/p distribution for a high-purity elec-

tron sample with 1 < p < 1.5 GeV/c in d+Au is shown in Fig. 4.24 (black). The

distribution is fitted with a Gaussian (dashed line), which describes the distribution

well for 0.7 < E/p < 1.2. The E/p distribution in d+Au has also been obtained

using a Monte Carlo simulation, where electrons are embedded into real data events

to determine the BEMC response, and this is shown in Fig. 4.24 (red). The distri-

bution from simulation is slightly narrower than the data, which may be due to an

under-estimated energy or momentum resolution in the simulation, or from hadron

contamination in the data. The difference between these distributions is included in

the systematic uncertainties, and these are discussed in Chapter 6.
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Figure 4.24: The BEMC E/p distribution for electrons with 1 < p < 1.5 GeV/c in

d+Au collisions from data (solid line) and simulation (dashed line). A Gaussian is

fitted to the data (dot-dashed line).

The clustering of neighboring towers in the BEMC is an effective tool in recon-

structing the electron energy in the low occupancy d+Au environment. However, due

to the high background rates in the more energetic Au+Au collisions, this method can

99



Data Analysis

over-estimate the energy of electrons. Instead, only a single tower was used to deter-

mine the electron energy in Au+Au. The E/p distribution for a high-purity electron

sample in Au+Au has been obtained using dE/dx, TOF, and selecting electrons from

photonic conversions, and this is shown in Fig. 4.25 for various energy reconstruction

methods. The E/p shape obtained using the single tower energy E1 (black circles)

peaks at 0.9, and has a non-Gaussian low-E/p tail due to energy being shared be-

tween towers. In order to improve the energy reconstruction in Au+Au collisions, the

3 closest towers to the electron track were considered and the tower with the highest

energy (E ′) was used. The E/p distribution obtained using E ′, the highest-energy of

the 3 closest towers, is also shown (blue triangles). The non-Gaussian low-E/p tail

has disappeared, illustrating the improvement of using the maximum energy tower.

The BSMD has been used to improve the reconstruction of the energy in the BEMC.

Information on the position of the energy deposit from the BSMD has been combined

with the tower energy from the BTOW to form hits. The E/p distribution obtained

using the highest energy tower within the hit is shown (green closed squares), and is

consistent with the E/p distribution obtained without the BSMD. The E/p distri-

bution has also been obtained using the sum of the energy of the towers associated

to the hit (magenta open squares). This distribution has a mean greater than one

and a non-Gaussian tail at high E/p, illustrating that this method over-estimates the

energy in Au+Au due to the large background.

The distance (R) between a track and an energy deposit is calculated in η − φ

coordinates at the BEMC radius, where R =
√

∆η2 + ∆φ2. The resolution of the

distance is limited by the tower size of ∆η × ∆φ = 0.05 × 0.05. The distance R

between tracks and the matched tower t1 for electrons in Au+Au collisions is shown

in Fig. 4.26 (black circles). The distribution shape is defined by the tower size and

has a maximum of 0.035 and peaks at 0.025. The distance between electrons and the

tower with the maximum energy (t′) is also shown in Fig. 4.26 (blue triangles). The

distribution exhibits a softer peak and a tail extending beyond 0.035, corresponding

to instances where a neighboring tower containing more energy was selected instead.
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Figure 4.25: The E/p distribution for electrons with 2 < p < 5 GeV/c in Au+Au

collisions obtained using the single tower energy (black closed circles), the maximum

tower energy (blue closed triangles), the hit maximum tower energy (green closed

squares), and the hit summed tower energy (magenta open squares).

The BSMD measures the shape and position of electromagnetic showers in the

BEMC using wire chambers along η and φ, which have dimensions of ∆η × ∆φ =

0.01 × 0.05 and 0.05 × 0.01, respectively. The shower position from the BSMD has

been combined with the energy in the BTOW to form hits in the BEMC to improve

the matching precision, and the distance between electrons and the hit position ob-

tained using the BSMD for Au+Au collisions is shown in Fig. 4.26 (green squares).

The distribution is narrower than when using the BTOW only, and peaks at 0.005.

The number of BSMD η and φ strips can also be used to further discriminate between

electrons and hadrons from their shower shape, but this was not used in this analysis

due to the impact on statistics.
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Figure 4.26: The distance in η−φ coordinates between electron tracks from the TPC

and energy depositions in the BEMC in Au+Au collisions.

The distance and E/p distributions obtained using the BTOW+BSMD in Au+Au

have been compared to the distributions obtained from simulation, and this is shown

in Fig. 4.27 for electrons with 3 < p < 5 GeV/c. The data (circles) exhibit a slightly

wider distribution the simulation (triangles), consistent with the trend observed in the

d+Au data. Electrons in Au+Au have been identified by requiring 0.5 < E/p < 1.5.

To remove false matches to the BEMC in Au+Au collisions, electrons were required

to have R < 0.035. A detailed comparison of the distance and E/p distributions in

Au+Au can be found in Appendix C.2. At lower momentum, the BEMC efficiency

decreases and the electron-hadron discrimination is poor. As a result, the BEMC

has been used for p > 1.5 GeV/c in Au+Au collisions to compliment the electron

identification capabilities of the TOF.

In summary, electron identification in d+Au has been performed using the TPC
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Figure 4.27: The distance between electrons and energy deposits in the BEMC (left)

and the E/p ratio for electrons with R < 0.035 (right) from simulation (circles) and

data (triangles) for electrons with 3 < p < 5 GeV/c in Au+Au collisions.

dE/dx and BEMC E/p. To remove hadron contamination, tracks in d+Au collisions

were required to have p > 1.2 GeV/c and pT > 1 GeV/c. This was not necessary in

Au+Au, as the TOF 1/β was used in addition to dE/dx to provide improved elec-

tron identification for p < 1.5 GeV/c in Au+Au, while the BEMC E/p was used for

p > 1.5 GeV/c. The electron identification requirements are summarized in Table 4.7

for d+Au collisions, and in Table 4.8 for Au+Au collisions. The efficiencies associated

with the electron identification requirements are described in the following section.

4.6 Identification Efficiency

Tracks reconstructed in the TPC that pass the quality cuts discussed earlier in this

chapter have been subjected to various electron identification requirements using the

TPC, TOF, and BEMC. These conditions, summarized in Table 4.7 and 4.8, have

been chosen to maximize the number of accepted electrons while removing as much

hadron contamination as possible in order to obtain a high quality J/ψ signal. The
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Table 4.7: Electron identification requirements in d+Au collisions.

TPC pT > 1 GeV/c

p > 1.2 GeV/c

|nσe| < 2.4

|nσp| > 2.2

|nσπ| > 2.5

BEMC E/p > 0.5

Table 4.8: Electron identification requirements in Au+Au collisions.

TPC −1 < nσe < 2

TOF (p < 1.5 GeV/c) |1/β − 1| < 0.03

BEMC (p > 1.5 GeV/c) 0.5 < E/p < 1.5

(R < 0.035)

efficiency of reconstructing a J/ψ using the analysis methods described in this chapter

was calculated to correct the measured J/ψ spectrum for detector effects to obtain

the invariant J/ψ yield. The TPC acceptance and tracking efficiency, including the

track quality constraints on nHitsFit, nHitsRatio, and DCA, were determined using

a simulation of Monte Carlo J/ψs embedded into real data, and details on this are

provided in the following section. Tracks passing these conditions were subjected to

the electron identification requirements, and the electron identification efficiency is

defined as the fraction of electrons satisfying these conditions. The TPC, TOF, and

BEMC electron identification efficiencies are described below.
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4.6.1 TPC dE/dx

The TPC has been used to identify electrons and reject hadrons using dE/dx, and

the nσ electron identification requirements are listed in Table 4.7 and 4.8. Multiple

Gaussians have been fitted to the dE/dx nσe distribution to determine the electron

and hadron contributions, and the details are described in Appendix B.1 and Ap-

pendix B.2 for d+Au and Au+Au collisions, respectively. The electron identification

efficiency (ε) is defined as the fraction of electrons that satisfy the identification re-

quirements:

ε =
accepted electrons

all electrons
. (4.2)

Some hadrons may also pass the identification requirements, and the electron purity

(p) is defined as the fraction of accepted tracks that are electrons:

p =
accepted electrons

accepted electrons + accepted hadrons
. (4.3)

The dE/dx identification efficiency was determined using the Gaussian fit pa-

rameters summarized in Fig. 4.18 and 4.19. In Au+Au collisions, electrons were

identified by requiring −1 < nσe < 2. The Gaussian function fitted to the electron

nσe distribution was used to determine the efficiency by calculating the fraction of

electrons satisfying −1 < nσe < 2. The resulting nσe electron identification efficiency

in Au+Au collisions for 0−60% collision centrality is shown in Fig. 4.28 (solid circle),

and ranges from 78 − 88%. The purity (open square) has been calculated from the

data used in the nσe electron Gaussian fitting which satisfy |1/β − 1| < 0.03 and

mee < 10 MeV/c2, with the additional requirement that −1 < nσe < 2. The nσe fit

parameters, efficiency, and purity as a function of momentum and collision centrality

can be found in Appendix B.2, and the efficiency decreases in more central events.

The dE/dx efficiency calculation in d+Au was less straightforward, as rejection

cuts were placed on the pions and protons since the TOF was not available. To de-

termine the combined efficiency of these cuts, the fraction of electrons passing all of
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Figure 4.28: The nσe electron identification efficiency for 0-60% central Au+Au col-

lisions (solid circle). The purity of photonic electrons within −1 < nσe < 2 from the

nσe fit distributions is also shown (open square).

these conditions must be computed. This requires knowing the distribution shape of

electrons in nσp and nσπ, which has been determined using a Monte Carlo simulation.

Protons, pions, and deuterons were generated according to a Gaussian distribution

with µ = 0 and σ = 1 in nσp, nσπ, and nσd space, respectively. Electrons were sim-

ulated according to the mean and width extracted from the Gaussian fitting to the

nσe distribution. The relative particle abundances in each momentum bin were also

determined from the Gaussian fits to the nσe distribution. Within each momentum

bin, particle yields were assumed to have an exponential drop-off with momentum,

dN/dp ∼ exp (−p/T ). To determine which particles satisfy the nσ requirements, val-

ues of nσe, nσp, and nσπ were calculated for each particle. This was done using the
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expected dE/dx for each particle obtained from the Bichsel functions and the mean

and width obtained from the Gaussian fitting to the nσe distribution.

The electron dE/dx identification efficiency in d+Au is shown in Fig. 4.29 (circles),

and is ∼ 80− 97% in 1.5 < p < 5 GeV/c. The efficiency drops off below this because

of the overlap of the electron and proton dE/dx at p ∼ 1 GeV/c. The purity of the

electrons passing the nσ cuts is also shown (triangles) and is ∼ 25− 40%. The purity

increases to ∼ 45− 70% when applying the BEMC E/p requirements (squares). The

bars on the data points represent the statistical errors, and the color bands represent

the systematic uncertainty. The sources for the systematic uncertainty are primarily

from the method used to calculate the efficiency from the Gaussian fit parameters,

and are described in Chapter 6.

A higher dE/dx efficiency was obtained for p > 1.4 GeV/c in d+Au collisions

compared to Au+Au collisions. This is because tighter selection criteria were placed

on nσe in Au+Au due to the increased background from hadrons. To improve the

Gaussian fitting to the nσe distribution, this background was suppressed by using the

TOF to select electrons and by requiring mee < 10 MeV/c2 to select a pure sample

of electrons from photonic conversions. The purity of this electron sample (shown

in Fig. 4.28) is not an indication of the purity of the electrons used for J/ψ recon-

struction in Au+Au collisions. The purity for electrons satisfying −1 < nσe < 2 in

Au+Au collisions is smaller than the efficiency shown in Fig. 4.28, and decreases in

central collisions.

4.6.2 TOF 1/β

The efficiency and acceptance of matching a track to the TOF in Au+Au collisions

was obtained from a high purity sample of electrons (> 95%) from data by requiring

0 < nσe < 2 and mee < 10 MeV/c2. The efficiency was calculated from the ratio of

all electron candidates to those which were successfully matched to the TOF. The

107



Data Analysis

p (GeV/c)
1 1.5 2 2.5 3 3.5 4 4.5 5 5.50

0.2

0.4

0.6

0.8

1
dE

/d
x 

Ef
fic

ie
nc

y 1.2
Efficiency
Purity (dE/dx)
Purity (dE/dx+E/p)

Electrons
d+Au 200 GeV

 PIDemdE/dx n

Figure 4.29: The electron dE/dx identification efficiency (circles), and purity (tri-

angles) in d+Au. The purity for tracks satisfying the dE/dx and E/p requirements

is also shown (squares). The systematic uncertainties are indicated by the shaded

bands.

TOF efficiency is shown versus momentum in Fig. 4.30 (left panel) for 0−60% central

Au+Au collisions (red open circles). The purity of the electron sample is poor for

pT < 1 GeV/c due to the dE/dx crossing of the electrons with kaons and protons,

and the efficiency in this range is biased towards the hadron efficiency. The TOF

matching efficiency has been obtained for hadrons using |nσe| > 3, and this is also

shown (blue open circles). Above 1 GeV/c the hadrons and electrons exhibit a similar

trend, with the electron matching efficiency systematically above that of the hadrons.

The electron and hadron TOF matching efficiency have been compared as a func-

tion of momentum, pseudorapidity, and centrality, and the details can be found in

Appendix C.1. The two distributions exhibit a similar behavior for pT > 1.2 GeV/c

108



Data Analysis

 (GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4

TO
F 

M
at

ch
in

g 
Ef

fic
ie

nc
y

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

Electrons
Hadrons

Au+Au 200 GeV

 < 1.0d-1.0 < 
0 - 60 %

 - 1| < 0.03`|1/
| < 1.8

Local
|y

 (GeV/c)
T

p
1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3

TO
F 

M
at

ch
in

g 
Ef

fic
ie

nc
y 

Ra
tio

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

 < 1.0

Au+Au 200 GeV

d-1.0 < 
0 - 60 %

 - 1| < 0.03`|1/
| < 1.8

Local
|y

Figure 4.30: Left: The TOF matching efficiency versus pT for electrons (red circles)

and hadrons (blue circles) in 0-60% central collisions. Right: The ratio of the TOF

matching efficiency for electrons and hadrons (open circles). A constant function has

been fitted to the data for pT > 1.2 GeV/c.

where the purity of the electron sample is high, and across the pseudorapidity and

centrality range. Since the electron statistics are limited, and a pure electron sample

for low momentum is hard to achieve, the TOF matching efficiency obtained from

hadrons has been used to correct the data. The ratio of the electron and hadron

matching efficiency is shown in Fig. 4.30 (right panel), and a constant function has

been fitted to this for pT > 1.2 GeV/c. The TOF matching efficiency for electron was

found to be 4.5± 0.3% higher than that of hadrons, and this has been used to scale

the hadron efficiency. The TOF matching efficiency from scaled hadrons in Au+Au

has been used to correct the data as a function of transverse momentum, pseudora-

pidity, and collision centrality, and the centrality dependence is shown in Fig. 4.31.

The efficiency exhibits a centrality ordering, with a higher efficiency achieved in more

peripheral events due to the decreased occupancy in the detectors. The pseudorapid-

ity dependence can be found in Appendix C.1, and the efficiency decreases towards

|η| ∼ 1.

109



Data Analysis

 (GeV/c)Tp
0 1 2 3 4 5 6

 T
O

F 
Ef

fic
ie

nc
y

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0 - 5 %
5 - 10 %
10 - 20 %
20 - 30 %
30 - 40 %
40 - 50 %
50 - 60 %

Figure 4.31: The centrality dependence of the TOF matching efficiency for |η| < 1 in

Au+Au collisions. The efficiency is obtained from hadrons and scaled to match the

electrons.

Once tracks are matched to the TOF, they are required to have |1/β − 1| < 0.03

to select electrons and reject heavier hadrons. The 1/β distribution is shown in

Fig. 4.20 for electrons with 0.2 < p < 0.4 GeV/c. The distribution has been fitted

with a Gaussian function in various momentum bins, and is shown in Appendix C.1.

The efficiency is determined from the fraction of electrons with |1/β− 1| < 0.03, and

is ∼ 96− 99%. The distributions do not exhibit a strong momentum dependence or

centrality dependence. The efficiency has been calculated as a function of momentum,

and no centrality dependence have been taken into account. The uncertainties from

the TOF matching and 1/β efficiency are described in Chapter 6.
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4.6.3 BEMC E/p

Electron candidates in the TPC are projected to the BEMC and matched to an energy

cluster to determine their energy-to-momentum ratio E/p. In d+Au, the energy of

the 3 closest towers to the track were summed to determine the cluster energy, E3. In

Au+Au, only the highest energy tower was used, as background levels were too high

to sum neighboring towers. Furthermore, constraints were placed on the distance

between tracks and energy deposits in Au+Au collisions, as the probability of false

matching increases significantly from d+Au. To improve the precision of the energy

position in the BEMC, the BSMD was used in addition to the BTOW in Au+Au

collisions.

The efficiency of matching an electron to the BEMC has been determined by ob-

taining a high purity electron sample from data, and computing the fraction of elec-

trons that are successfully matched to the BEMC with a reconstructed energy above

ET = 200 MeV. The efficiency of matching electrons in 0 − 60% central Au+Au

collisions to the BEMC with R < 0.035 is shown in Fig. 4.32 using the BTOW only

(circles), and using the BTOW+BSMD (squares). The efficiency obtained using the

BTOW only is consistent with the BEMC matching efficiency in d+Au collisions, and

is ∼ 85% for p > 1.5 GeV/c. This decreases for p < 2 GeV/c when using the BSMD.

The same methods of matching tracks to the BEMC were performed in simula-

tion. Monte Carlo electrons were embedded into real data events and propagated

through the detector. The tracks reconstructed from the Monte Carlo electrons were

matched to the BEMC to determine the detector performance. The BEMC matching

efficiency obtained using the BTOW+BSMD with R < 0.035 in Au+Au collisions is

shown in Fig. 4.33 for data (open circles) and simulation (triangles). The efficiency

from data is lower than the simulation, and the same trend is observed when using

the BTOW only. This is mostly due to the difference in the distance between tracks

and energy clusters in simulation and data. The distance and E/p distributions from

simulation and data are compared in Appendix C.2, and the differences are discussed

in Chapter 6.
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Figure 4.32: The BEMC matching efficiency versus pT for |η| < 1 in Au+Au colli-

sions obtained from data using the BTOW with R < 0.035 (circles), and using the

BTOW+BSMD with R < 0.035 (squares).

The transverse momentum, centrality, and pseudorapidity dependence of the BEMC

matching efficiency in Au+Au can be found in Appendix C.2, and no significant cen-

trality or pseudorapidity dependence was observed. The BEMC matching efficiency

obtained from simulation has been used to correct the final results as a function of

transverse momentum.

Electron candidates matched to the BEMC were required to have E/p > 0.5 in

d+Au collisions. An upper-limit was required for Au+Au collisions due to the in-

creased background, and electrons were identified using 0.5 < E/p < 1.5. The E/p

efficiency in d+Au and Au+Au collisions has been calculated from a pure sample
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Figure 4.33: The BEMC matching efficiency versus pT for |η| < 1 in 0− 60% central

Au+Au collisions obtained from data (open circles) and simulation (closed triangles).

Electrons are matched to a cluster using the BTOW+BSMD with R < 0.035.

of electrons by computing the fraction of electrons with 0.5 < E/p < 1.5. The effi-

ciency has also been calculated using simulated electrons embedded into real events,

and the E/p distribution from data and simulation are shown in Fig. 4.24 for d+Au,

and Fig. 4.27 for Au+Au. A detailed comparison of the E/p distribution between

data and simulation as a function of momentum in Au+Au collisions can be found

in Appendix C.2. The agreement is reasonably good, however the data exhibits a

broader distribution than the simulation in general. The electron E/p efficiency in

Au+Au obtained using the BTOW+BSMD with R < 0.035 is shown in Fig. 4.34.

An efficiency of > 95% was obtained for electrons with E/p > 0.5 in d+Au collisions,

and for electrons with 0.5 < E/p < 1.5 in Au+Au collisions.
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Figure 4.34: The BEMC E/p cut efficiency versus pT for |η| < 1 in 0 − 60% central

Au+Au collisions obtained from data (open circles) and simulation (closed triangles).

Electrons are matched to a cluster using the BTOW+BSMD with R < 0.035.

4.7 J/ψ Efficiency

4.7.1 Tracking Efficiency and Acceptance

In order to determine the TPC tracking efficiency and acceptance, Monte Carlo J/ψs

were embedded and decayed into real data events. A GEANT simulation was used to

determine the interaction of the electron daughters with the detector material, after

which the TPC Response Simulator was used to model the ionization energy and

detector response. Flat input spectra for the Monte Carlo J/ψ transverse momentum

and rapidity distributions were used to reduce CPU time and increase statistics at

higher pT . These distributions were subsequently weighted with physical distributions

to take the J/ψ pT and rapidity shape into account in the efficiency calculation. A

Gaussian and a power-law function were fitted to J/ψ spectra from PYTHIA and
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used to model the rapidity and transverse momentum of the J/ψ, respectively. The

unweighted and weighted input J/ψ pT and rapidity distribution for d+Au collisions

are shown in Fig. 4.35.
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Figure 4.35: The input J/ψ transverse momentum (left) and rapidity (right) used in

simulation in d+Au. The unweighted (circles) and weighted (triangles) distributions

are shown.

The Monte Carlo electron daughters that passed through the TPC acceptance

and were reconstructed by the tracking software were subjected to the same track

quality requirements as the real data. Those that passed the quality selection re-

quirements were reconstructed into their parent J/ψ. The acceptance and tracking

efficiency for J/ψ in |y| < 1 were folded together by comparing the input Monte Carlo

J/ψ distribution to the reconstructed J/ψ distribution obtained after applying the

acceptance and track quality cuts previously discussed. A comparison of distributions

obtained from simulation and data can be found in Appendix D.1 and D.2 for d+Au

and Au+Au collisions, respectively, and the distributions agree well. There is a slight

discrepancy in the nHitsFit distribution between simulation and data, and this was

accounted for in the systematic uncertainties, as described in Chapter 6.

The J/ψ tracking efficiency × acceptance are shown in Fig. 4.36 as a function

of transverse momentum for various centrality (left panel) and rapidity (right panel)
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ranges in Au+Au collisions, and in Fig. 4.37 as a function of transverse momentum

for d+Au collisions. The tracking efficiency decreases in more central events due to

the higher occupancy in the detector. The J/ψ tracking efficiency is ∼ 20− 35% for

pT < 5 GeV/c, and decreases for 0.5 < pT < 1.5 in d+Au due to the pT requirements

used for electron identification.
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Figure 4.36: The J/ψ tracking efficiency and acceptance versus pT for various cen-

trality bins (left panel) and rapidity bins (right panel) in Au+Au collisions.

4.7.2 Total J/ψ Efficiency

The total J/ψ efficiency and acceptance was determined by combining the J/ψ track-

ing efficiency and acceptance with the electron identification efficiencies. Because J/ψ

reconstruction is performed using electron pairs, the electron identification efficiencies

contribute in quadrature to the final efficiency. The various efficiency contributions

were combined using the J/ψ decay kinematics from simulation. The resulting total

efficiency in d+Au is shown in Fig. 4.37 using the TPC only (open squares), and using

the TPC and BEMC (closed squares). The total efficiency is ∼ 12− 20% when using

the TPC only, and decreases to 7 − 12% when using the TPC and BEMC. The pT

and centrality dependence of the total J/ψ efficiency correction in Au+Au collisions
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Figure 4.37: The J/ψ tracking efficiency and acceptance (circles) and total efficiency

using the TPC only (open squares) and using the TPC and BEMC (closed squares)

versus pT for |y| < 1 in d+Au collisions.

are shown in Fig. 4.38. The efficiency increases with pT and decreases in more central

collisions, and ranges from 4− 18% for pT < 5 GeV/c.

The total efficiency and acceptance corrections shown in Fig. 4.37 and Fig. 4.38

have been used to correct the measured J/ψ pT spectrum to determine the invariant

J/ψ yield in d+Au and Au+Au collisions. The J/ψ signal and invariant yield in

d+Au and Au+Au collisions are described in Chapter 5.
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Figure 4.38: The J/ψ total efficiency and acceptance versus pT for various centrality

bins in Au+Au collisions.
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Chapter 5

Results

The reconstruction of J/ψ has been performed in d+Au and Au+Au collisions at

STAR via the dielectron decay channel:

J/ψ → e+ + e− (B = 5.94± 0.06%), (5.1)

where B is the branching ratio of the J/ψ decay to dielectrons [136]. The identifi-

cation requirements used to identify electrons are discussed in Chapter 4, and those

listed in Table 4.7 have been applied to the d+Au data, and 30 million events have

been analyzed. Similarly, the electron identification requirements listed Table 4.8

have been applied to the Au+Au data, and a total of 235 million minimum bias col-

lisions and 72 million central collisions have been analyzed.

The J/ψ yield has been obtained from the dielectron invariant mass spectrum

and corrected using the efficiency described in Section 4.7.2 to obtain the J/ψ pT

spectrum in d+Au and Au+Au collisions. The results have been compared to the

J/ψ cross section in p+p collisions to determine if there are any modifications to

J/ψ production in heavy ion collisions. The dielectron invariant mass spectrum in

d+Au and Au+Au collisions is presented below, followed by a description of the J/ψ

yield extraction and efficiency correction. Finally, the J/ψ invariant pT spectrum and

nuclear modification factor in both collision systems are presented.



Results

5.1 Dielectron Mass Spectrum

Electron pairs that originate from the collision vertex within the same event have been

used to reconstruct the dielectron invariant mass spectrum. Like-sign pairs (e+ + e+

and e− + e−) have been used to estimate the background from random combinations

of opposite-sign pairs (e+ + e−). The number of background (combinatorial) pairs,

NBG, is calculated using the geometric mean of the like-sign pairs:

NBG = 2
√
N++ ×N−−, (5.2)

where N++ (N−−) is the number of e++e+ (e−+e−) pairs. The statistical uncertainty

in the background contributes to the uncertainty in the J/ψ signal, and to minimize

this a mixed-event background calculation was used in Au+Au collisions. The mixed-

event background was obtained by mixing opposite-sign electron pairs from different

events with similar event conditions such as collision centrality and vertex position.

The event centrality and vertex position were both divided into 10 bins to ensure that

the mixing was done between tracks from similar events. All combinations of opposite

sign pairs in a given collision centrality and VZ range were used to reconstruct the

mixed-event background once at least 20 positive and negative charged electron can-

didates were obtained. This process was repeated across the entire data set, providing

a significant increase in the statistics used in the mixed-event background compared

to the like-sign background. The mixed-event background requires a normalization

factor, and this was obtained by normalizing to the like-sign background in the range

2.6 < m < 3.6 GeV/c2. The statistics in d+Au were limited, and significant fluctua-

tions in the like-sign background resulted in a large normalization uncertainty of the

mixed-event background. As a result, a mixed-event background was not considered

in d+Au and a like-sign background was used instead. The amount of background is

quantified using the signal-to-background ratio, S : B, where S = NJ/ψ = N+−−NBG

and B = NBG. The signal strength is defined by it’s significance, S/δS, where

δS =
√
S + 2B. (5.3)
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The dielectron invariant mass spectrum for |y| < 1 and pT < 5 GeV/c in 0−100%

central d+Au collisions is shown in Fig. 5.1. The results have been obtained without

(left panel) and with (right panel) the use of the BEMC to illustrate the reduction

in the background when using this detector. A peak in the opposite-sign dielectron

mass spectrum (open circles) around the J/ψ mass range is visible above the like-

sign background (closed triangles). The signal-to-background ratio obtained without

the BEMC is S : B = 2 : 1. Using the BEMC and requiring E/p > 0.5 decreases

the background substantially, resulting in S : B = 12 : 1. However, the additional

inefficiency in matching electrons to the BEMC decreases the number of identified

electrons and reduces statistics in the dielectron mass spectrum.
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Figure 5.1: The dielectron mass spectrum from d+Au collisions obtained without

(left panel) and with (right panel) the BEMC.

The dielectron invariant mass spectrum for |y| < 1 and pT < 5 GeV/c in Au+Au

collisions is shown in Fig. 5.2 (open circles) for minimum bias triggered data in 0−60%

central collisions (left) and central triggered data in 0− 5% central collisions (right).

The like-sign (upward triangles) and mixed-event (downward triangles) background

are shown, and a strong signal-to-background ratio has been achieved using the TPC,

TOF, and BEMC, with S : B = 1 : 4 in 0 − 60%. This increases from S : B = 1 : 9
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in 0− 5% central to S : B = 1 in 40− 60% central Au+Au collisions. The dielectron

mass spectrum in 0−20% and 40−60% central Au+Au collisions is shown in Fig 5.3

to illustrate the centrality dependence of the background, which decreases in more

peripheral collisions. The like-sign (upward triangles) and mixed-event (downward

triangles) background are shown, and the improvement in the statistical uncertainty

of the mixed-event background can be clearly seen in 40− 60% central collisions.
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Figure 5.2: The dielectron mass spectrum from minimum bias data in 0−60% central

collisions (left) and central triggered data in 0−5% central collisions (right) in Au+Au

collisions.

5.2 J/ψ Signal

The combinatorial background has been subtracted from the opposite-sign dielectron

invariant mass spectrum to obtain the J/ψ signal. This is shown for |y| < 1 and

pT < 5 GeV/c in 0− 100% central d+Au collisions in Fig. 5.4 (open circles), and for

0− 60% central Au+Au collisions in Fig. 5.5.
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Figure 5.3: The dielectron mass spectrum in 0 − 20% central (left) and 40 − 60%

central (right) Au+Au collisions.

The J/ψ signal shape was determined from simulation by embedding Monte Carlo

J/ψs into real data, and results from the momentum resolution of the TPC and the

radiative energy loss of electrons (Bremsstrahlung) interacting with the material in

the detector. The J/ψ signal shape from simulation has been fitted to the dielectron

mass spectrum after background subtraction to determine the J/ψ yield, and has

been combined with a straight line to account for any residual background from cc̄

and Drell-Yan contributions. While this residual background is expected to decrease

exponentially with increasing mass, both a straight line and an exponential fit result

in consistent estimates for the background within the mass range shown.

The J/ψ signal shape from simulation has been fitted to the d+Au data in the

mass range 2 < m < 3.8 GeV/c, and is shown in Fig. 5.4. There is a good agreement

between the simulation and data, and a χ2/dof of 33/44 was achieved. The J/ψ

yield is obtained from the integral of the signal shape from simulation after subtract-

ing the residual background, and a total of 53 ± 9 J/ψs with a significance of 5.9σ

were reconstructed in 0 − 100% central d+Au collisions using the TPC and BEMC.

While there is an increase in the number of reconstructed J/ψs by ∼ 50% when the
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Figure 5.4: The J/ψ signal in 0− 100% central d+Au collisions after like-sign back-

ground subtraction.

BEMC is not used, the decrease in the background obtained when using the BEMC

improves the significance of the J/ψ signal.

A data-driven correction has been performed to improve the agreement between

the signal shape from data and simulation in Au+Au collisions, and has been done by

including an additional Gaussian smearing of the electron momentum resolution. A

detailed description of this can be found in Appendix E, and a smearing resolution of

0.61%×pT was used to correct the data, improving the χ2 of the fit between the data

and signal shape from 33/14 to 6/14 . The J/ψ signal shape from simulation obtained

after applying the additional momentum smearing has been fitted to the Au+Au data,

and is shown in Fig. 5.5. A total of 5502± 119 J/ψs have been reconstructed in min-

imum bias 0 − 60% central Au+Au collisions, with a signal significance of 27σ. A

total of 3651 ± 228 J/ψs were reconstructed in central bias 0 − 5% central Au+Au
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collisions, with a signal significance of 16σ. To avoid double-counting of events that

satisfy the minimum bias and central trigger, the 0−5% central collisions in minimum

bias triggered data were discarded, and the higher statistics central triggered data in

0−5% central trigger data were combined with the 5−60% minimum bias trigger data.
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Figure 5.5: The J/ψ signal in 0− 60% central Au+Au collisions (minimum bias and

central trigger).

The final J/ψ yield in |y| < 1 and pT < 5 GeV/c has been extracted as a function

of transverse momentum and collision centrality using the signal shape from simula-

tion. The yield has also been calculated by counting the entries in the dielectron mass

spectrum after background subtraction. The difference between these two methods

is included in the systematic uncertainties, and is discussed in Chapter 6. The yield

has been obtained in 5 pT bins with ∆pT = 1 GeV/c, and is also divided into 3

centrality bins in d+Au, and 7 centrality bins in Au+Au. Due to limited statistics
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in d+Au, only the centrality-integrated pT spectrum and pT -integrated centrality de-

pendence have been obtained in d+Au, and the results from 3 < pT < 4 GeV/c and

4 < pT < 5 GeV/c have been combined in the d+Au pT spectrum. The dielectron

mass spectrum and signal shape, including the fits from simulation, as a function of pT

and centrality can be found in Appendix F.1 for d+Au collisions, and Appendix F.2

for Au+Au collisions.

The J/ψ yield, signal-to-background ratio, and significance obtained in each pT

and centrality bin in d+Au and Au+Au collisions are summarized in Table 5.1 and

Table 5.2, respectively. As a result of the limited statistics for J/ψ in d+Au, the sum

of the J/ψ yields in different centrality/pT bins does not equal the centrality-/pT -

integrated J/ψ yield. This is due to fluctuations in the invariant mass background,

and this is taken into account in the systematic uncertainties. The 0 − 60% central

Au+Au results combine the data from minimum bias 5− 60% central collisions with

the high statistics 0− 5% central data obtained from the central trigger.
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Table 5.1: The J/ψ uncorrected signal NJ/ψ, signal-to-background ratio S/B and

significance S/δS obtained in d+Au collisions.

Centrality pT NJ/ψ S/B S/δS

(%) (GeV/c) (σ)

0− 100 0− 5 52± 9 10.72 6.0

0− 1 15± 5 9.83 3.1

1− 2 23± 6 − 4.1

2− 3 7± 3 − 2.1

3− 5 5± 3 − 1.6

0− 20 0− 5 15± 5 11.35 3.2

0− 1 4± 3 4.23 1.5

1− 2 1± 2 − 0.3

2− 3 1± 2 − 0.5

3− 5 5± 3 − 1.5

20− 40 0− 5 13± 5 7.27 2.6

0− 1 4± 3 − 1.1

1− 2 4± 3 − 1.5

2− 3 5± 3 − 1.7

3− 5 0± 0 − 0.0

40− 100 0− 5 18± 5 − 3.7

0− 1 9± 6 − 1.7

1− 2 16± 5 − 3.2

2− 3 9± 17 − 0.6

3− 5 0± 0 − 0
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Table 5.2: The J/ψ uncorrected signal NJ/ψ, signal-to-background ratio S/B and

significance S/δS obtained in Au+Au collisions.

Centrality (%) pT (GeV/c) NJ/ψ S/B S/δS (σ)

0− 60 0− 5 8423± 297 0.13 28.3

0− 1 2056± 156 0.10 13.2

1− 2 3265± 186 0.14 17.6

2− 3 1972± 139 0.15 14.2

3− 4 919± 95 0.18 9.6

4− 5 352± 57 0.15 6.2

0− 5 0− 5 3667± 237 0.09 15.4

0− 1 880± 113 0.06 7.8

1− 2 1439± 150 0.10 9.6

2− 3 894± 110 0.10 8.1

3− 4 375± 75 0.11 5.0

4− 5 119± 44 0.09 2.7

5− 10 0− 5 738± 96 0.12 7.7

0− 1 248± 51 0.11 4.9

1− 2 248± 59 0.13 4.2

2− 3 128± 44 0.10 2.9

3− 4 82± 27 0.19 3.0

4− 5 38± 19 0.11 2.0

10− 20 0− 5 1351± 109 0.16 12.4

0− 1 316± 57 0.15 5.6

1− 2 538± 65 0.15 8.2

2− 3 304± 52 0.15 5.9

3− 4 130± 35 0.25 3.7

4− 5 72± 23 0.21 3.2
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Centrality (%) pT (GeV/c) NJ/ψ S/B S/δS (σ)

20− 30 0− 5 1033± 78 0.27 13.3

0− 1 218± 39 0.21 5.5

1− 2 388± 46 0.26 8.4

2− 3 277± 37 0.38 7.5

3− 4 142± 26 0.36 5.4

4− 5 23± 15 0.16 1.5

30− 40 0− 5 808± 55 0.49 14.8

0− 1 207± 28 0.45 7.4

1− 2 285± 33 0.47 8.6

2− 3 182± 25 0.55 7.3

3− 4 104± 18 0.62 5.6

4− 5 44± 12 0.59 3.6

40− 50 0− 5 533± 38 0.92 14.0

0− 1 116± 19 0.82 6.2

1− 2 221± 23 1.07 9.5

2− 3 95± 17 0.68 5.5

3− 4 51± 12 1.18 4.2

4− 5 31± 9 1.76 3.5

50− 60 0− 5 320± 26 1.80 12.5

0− 1 77± 12 1.64 6.2

1− 2 117± 15 1.85 7.6

2− 3 81± 13 2.38 6.5

3− 4 30± 8 3.15 3.8

4− 5 21± 6 5.96 3.7
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5.3 Invariant pT Spectrum

The analysis details of J/ψ production for pT < 5 GeV/c in d+Au and Au+Au col-

lisions at
√
s

NN
= 200 GeV/c at the STAR detector are presented in this thesis. The

J/ψ invariant yield has been calculated as a function of pT and collision centrality

for pT < 5 GeV/c and |y| < 1 in d+Au and Au+Au collisions at
√
s

NN
= 200 GeV.

In the following figures, the results from the Au+Au analysis described in this thesis

are combined with the high-pT (3 < pT < 10 GeV/c) J/ψ invariant yield to extend

the coverage of the J/ψ pT spectrum to pT < 10 GeV/c at STAR. The details of the

high-pT analysis can be found in [72].

To obtain the J/ψ invariant pT spectrum, the J/ψ yield in d+Au and Au+Au are

corrected using the efficiency in Fig. 4.37 and Fig. 4.38, respectively, and normalized

to the number of events and phase space used in the analysis. The invariant pT

spectrum is defined as:

B
d2N

pT dpT dydφ
=

1

2πpT

NJ/ψ

∆pT ∆y

1

ε× a
, (5.4)

where ∆y = 2 for |y| < 1, pT is the mean transverse momentum in a bin of width

∆pT , and ε× a is the efficiency and acceptance correction.

To determine if there are modifications to the J/ψ yield in d+Au and Au+Au

collisions, the J/ψ pT spectrum in p+p collisions has been used as a baseline. The

efficiency-corrected pT spectrum in p+p collisions at STAR is shown in Fig. 5.6 (left

panel) for |y| < 1 (closed symbols) [72, 101], and is compared to PHENIX data in

|y| < 0.35 (open black triangles) [74]. The results are also compared to theoretical pre-

dictions obtained from the Color Evaporation Model [83], NNLO* CS model [75, 76]

and NLO CS+CO model [79]. The CEM predictions are consistent with the data

across the pT range. The CS+CO model predictions are also consistent with the

data but do not make predictions for the yield at low-pT , while the CS model under-

estimates the J/ψ yield. The models are for prompt J/ψ production, and do not

account for B feed-down which may be up to 25% at high-pT [72].
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Figure 5.6: Left: The J/ψ cross section in p+p collisions at STAR (closed sym-

bols) [151, 101] and PHENIX (open triangles) [74]. The results are compared to

various model predictions [75, 79, 83]. Right: The J/ψ invariant pT spectrum in

0 − 100% central d+Au collisions at STAR (closed red circles) and PHENIX (open

black triangles) [152].

The efficiency-corrected J/ψ pT spectrum in |y| < 1 is shown in Fig. 5.6 (right

panel) for 0 − 100% central d+Au collisions (closed red cirlces). The bars represent

the statistical uncertainties, and the boxes represent the systematic uncertainties,

which are described in Chapter 6. The results are compared to PHENIX data at the

same energy in |y| < 0.35 [152] (open black triangles), and the results are consistent

within errors.
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Figure 5.7: The J/ψ invariant pT spectrum in Au+Au collisions at
√
s

NN
= 200 GeV

for all centralities (left) and merged centralities (right).

The efficiency-corrected J/ψ pT spectrum for each centrality bin in Au+Au col-

lisions is shown in Fig. 5.7 (left panel), and the bars indicate the statistical uncer-

tainties. The yields have been scaled to enlarge the separation of the pT spectrum

for different centrality bins. The shape of the spectrum is similar in each centrality

bin, with higher yields observed in more central collisions. The results have been

merged into central (0 − 20%), mid-central (20 − 40%), and peripheral (40 − 60%)

collisions to probe different collision conditions, improve statistics, and allow for a

direct comparison to other results. The resulting pT spectrum is shown in Fig. 5.7

(right panel).

The J/ψ invariant pT spectrum for |y| < 1 and pT < 5 GeV/c in Au+Au collisions

is shown in Fig. 5.8 (closed red circles) for (a) 0−60%, (b) 0−20%, (c) 20−40%, and

(d) 40 − 60% central collisions. The data are compared to high-pT STAR data [72]

in |y| < 1 (open red circles) and low-pT PHENIX data [67] in |y| < 0.35 (open black

squares). The boxes represent the systematic uncertainties, and are described in

Chapter 6. The STAR and PHENIX results are consistent within errors. The results

are also compared to other measurements the J/ψ cross section in p+p collisions at
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Figure 5.8: The J/ψ invariant pT spectrum for pT < 5 GeV/c in Au+Au collisions

(closed red circles) for (a) 0−60%, (b) 0−20%, (c) 20−40%, and (d) 40−60% central

collisions. The results are compared to high-pT STAR data [72] (open red circles) and

PHENIX data [67] (open black squares). The Au+Au data are compared to Tsallis

Blast Wave predictions [51, 54]. The J/ψ cross section in p+p collisions [72, 101]

(grey stars) is also shown in (a).

√
s

NN
= 200 GeV/c at STAR [72, 101] in panel (a). The y-axis for the J/ψ cross sec-

tion in p+p collisions is shown on the right. The pT spectrum in Au+Au collisions has

been compared to a Tsallis Blast Wave (TBW) model [54], which uses non-extensive

Tsallis statistics and hydrodynamic expansion to describe hadron spectra in heavy

ion collisions in terms of temperature and flow. The TBW predictions obtained from
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lighter hadrons [51, 54], shown in Fig. 5.8 (dashed line), agrees with the data well

for pT > 2 GeV/c, but under-estimates the yield below this. The STAR data have

been fitted with a TBW model assuming a zero radial flow, β = 0 (solid line) [54],

which improves the agreement to the data at low-pT . This suggests that there may

be contributions from recombination at low-pT , or that the J/ψ has a small radial

flow compared to lighter hadrons.

The J/ψ yield Bd2N/dydpT for |y| < 1 in Au+Au collisions at STAR is shown

on a linear scale in Fig. 5.9 for low pT (closed red circles) and high pT (open red

circles) in (a) 0 − 60%, (b) 0 − 20%, (c) 20 − 40%, and (d) 40 − 60% central colli-

sions. The results are compared to predictions from viscous hydrodynamics using a

J/ψ decoupling temperature of T = 120 MeV (dot-dashed line) and T = 165 MeV

(dot-dot-dashed line) [153]. The predictions assume a zero chemical potential for J/ψ

at kinetic freeze-out, and the scale of the predictions is determined from a fit to the

data in pT < 5 GeV. The data favors the higher decoupling temperature and is well

described for 2 < pT < 5 GeV/c. However, the hydrodynamic calculations fail to

describe the low pT J/ψ yield (pT < 2 GeV/c).

The data in Fig. 5.9 are also compared to theoretical predictions for J/ψ produc-

tion in a transport model with initial production and continuous regeneration of J/ψ

(solid line). The individual contributions from initial production (short dashed line)

and regeneration (long dashed line) are also shown. Initial production dominates

in peripheral events, and decreases in more central events as the suppression from

color screening increases. In contrast, the contribution from regeneration is small in

peripheral events, and increases in central events where the charm quark density is

larger. The J/ψs from regeneration also have a lower average pT than those from ini-

tial production. The calculations are able to describe the data well for each collision

centrality across the pT range. Furthermore, the predictions for the J/ψ yield from

initial production and from regeneration have been separately fitted to the data with

their scales left as a free parameter, and the quality of these fits decreased as com-

pared to fitting the data with the predictions for a combination of initial production
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Figure 5.9: The J/ψ yield in Au+Au collisions for low pT (closed red circles) and

high pT [72] (open red circles) in (a) 0− 60%, (b) 0− 20%, (c) 20− 40%, and (d) 40-

−60% central collisions. The results are compared to hydrodynamic calculations [153]

and transport model calculations including initial production and regeneration of

J/ψ [154].

and regeneration. This indicates that the observed J/ψ yield in Au+Au collisions at
√
s

NN
= 200 GeV consists of a mixture of J/ψs from initial production and regenera-

tion, with initial production dominating in more peripheral events and at higher pT ,

and regeneration becoming significant at low pT in central collisions.
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5.4 Nuclear Modification Factor

In order to determine if there is any modification to the production of J/ψ in d+Au

and Au+Au collisions, the production rates are compared to those from p+p col-

lisions and scaled by the number of binary nucleon collisions (Ncoll). The nuclear

modification factor (RAB) is defined as

RAB =
1

TAB

d2NAB/dpT dy

d2σpp/dpT dy
, (5.5)

where d2NAB/dpT dy is the invariant J/ψ yield in A + B collisions and d2σpp/dpT dy

is the J/ψ cross section in p+p collisions. The nuclear overlap function is defined as

TAB = 〈Ncoll〉/σpp
inel, and takes into account the inelastic cross section in p+p collisions

(σpp
inel = 42 ± 3 mb [155]) and the number of nucleon-nucleon collisions in A + B

collisions. The production of J/ψ in heavy ion collisions should scale with the Ncoll,

as the J/ψ production cross section can be described using pQCD.

The nuclear modification factor has been investigated in d+Au collisions to deter-

mine the cold nuclear matter effects to J/ψ production. These have been subtracted

from the modifications to J/ψ production in Au+Au collisions to determine if there

is a suppression from a QGP phase. The nuclear modification factor in Au+Au colli-

sions has also been compared to theoretical predictions involving cold nuclear matter

effects, color screening, and regeneration, and the results are described below.

5.4.1 Nuclear Modification in d+Au

The nuclear modification factor for J/ψ with pT < 5 GeV/c in d+Au collisions has

been calculated versus Ncoll, and is shown in Fig. 5.10. The point-to-point errors

are statistical (lines) and systematic (boxes), and the systematic uncertainties are

described in Chapter 6. The boxes on the vertical axis represent the normalization

uncertainty on Ncoll and the p+p cross section. The results are compared to pub-

lished data at the same energy with |y| < 0.35 [156] (open circles). The results are

consistent within errors, and suggest a small suppression in central d+Au collisions.
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Figure 5.10: The J/ψ nuclear modification factor versus Ncoll in |y| < 1 (closed

circles) for pT < 5 GeV/c in d+Au collisions at STAR. The results are compared

to PHENIX data in |y < 0.35| (open circles) [156]. The green band indicates the

expected modification due to shadowing only (dashed line) and due to shadowing

and nuclear absorption (solid line) [98, 99]. The bands indicate the uncertainty on

the shadowing from the EPS09 calculations [86].

Using various parameterizations of the nuclear Parton Distribution Functions

(EPS09 [86], EKS98 [88], and nDSg [87]), the expected modification of the J/ψ

production due to an initial-state shadowing has been calculated [98, 99]. The vari-

ous nPDFs predict a small suppression of J/ψ in |y| < 1, increasing with increasing

collision centrality. The J/ψ nuclear modification factor obtained using the EPS09

calculations for shadowing is shown in Fig. 5.10 (dashed lines). The EPS09 calcula-

tion includes an error analysis which the other parameterizations do not, and this is

indicated by the band in Fig. 5.10 (dashed lines). The shadowing predictions from
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the EKS98 and nDSg calculations are consistent within the EPS09 uncertainties. The

EPS09 predicts a nuclear modification factor of RdA = 0.88+0.15
−0.07 in 0 − 20% central

d+Au collisions at
√
s

NN
= 200 GeV for J/ψ with |y| < 1.

In addition to an initial-state shadowing, a final-state J/ψ absorption cross section

(σabs) has also been included in the predictions [98, 99], which describes the rate that

J/ψs are absorbed or broken up by other nucleons participating in the collision. The

value of the absorption cross section has been obtained from a fit to the STAR data

in Fig. 5.10. A χ2 minimization was performed to determine the most probable value

of the absorption cross section, and the χ2 distributions for each nPDF as a function

of the absorption cross section are shown in Fig 5.11. The minimum χ2 ranges from

∼ 2 − 4 mb depending on the nPDF used, and a central value obtained from the

EPS09 parameterization of

σabs = 2.8+3.5
−2.6 (stat.) +4.0

−2.8 (syst.) +1.8
−1.1 (EPS09) mb (5.6)

was obtained. The minimum χ2 for each nPDF is small (χ2 < 1), and results from

the large statistical and systematic uncertainties in the data. As a result, a value for

the absorption cross section cannot be well constrained. There are additional uncer-

tainties on the shadowing obtained from the nPDFs, and these are estimated to be

significant using the EPS09 calculations.

The nuclear modification factor shown in Fig. 5.10 is compared to the expected

RdA obtained using the EPS09 nPDF parameterization combined with a J/ψ nuclear

absorption cross section of σabs = 3 mb (solid lines). The band indicates the uncer-

tainty from the EPS09 calculations of +1.8
−1.1 mb. There is a small contribution to the

observed suppression from the initial-state modification to the PDFs within a nucleus

(dashed lines). Further suppression arises due to the absorption of J/ψ from the sur-

rounding nuclear matter in the final-state. The number of nucleon-nucleon collisions

increases with increasing collision centrality, resulting in a stronger suppression of

J/ψ due to nuclear absorption in more central events. This is consistent with the
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Figure 5.11: The χ2 between the RdA from data and model predictions as a function

of σabs using the EPS09 [98, 99], EKS98 [88], and nDSg [87] nPDFs.

trend observed in the data. The results are consistent with more accurate calcula-

tions of the absorption cross section at the same energy of σabs = 2.8+1.7
−1.4 mb [157, 156]

obtained using the EKS98 nPDFs. This indicates that cold nuclear matter effects are

not a strong modification of J/ψ production at midrapidity in 200 GeV collisions.

The nuclear modification factor as a function of pT for J/ψ in 0 − 100% central

d+Au collisions is shown in Fig. 5.12. The shaded band represents the statistical

uncertainty from p+p collisions, and the boxes on the vertical axis represent the

normalization uncertainty from Ncoll of 12% and σpp
inel of 8%. There are large uncer-

tainties for pT > 2 GeV/c due to limited statistics. The results are consistent with

other measurements in |y| < 0.35 [152] (open circles). The predicted pT dependence

of the nuclear modification factor in d+Au has been determined from the EPS09

paramaterization of the nPDFs and combined with an absorption cross section of
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Figure 5.12: The J/ψ nuclear modification factor versus pT in |y| < 1 (closed circles)

for 0 − 100% central d+Au collisions. The results are compared to published data

with |y| < 0.35 [152] (open circles). The green band indicates the expected value and

uncertainties due to shadowing and nuclear absorption [98, 99].

σabs = 3 mb. This is shown in Fig. 5.12 (green band), and is consistent with the

data. The predictions indicate a suppression of RdA at low pT . The RdA increases

at higher pT from the modification of the initial-state nuclear PDFs, however the pT

dependence is not significant.

The values for the nuclear modification factor for |y| < 1 versus pT in 0 − 100%

central collisions and versus Ncoll for pT < 5 GeV/c in d+Au are summarized in

Table 5.3. The uncertainties are separated into (A) statistical, (B) systematic, and

(C) global uncertainties which arise from the uncertainty on Ncoll and the uncertainty

in the p+p cross section. The nuclear modification factor in Au+Au is presented in

the following section, and the cold nuclear matter effects calculated in d+Au have
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been used to determine if there is an additional suppression in Au+Au compatible

with a QGP phase.

Table 5.3: The J/ψ invariant yield and nuclear modification factor for |y| < 1 in d+Au

collisions at
√
s

NN
= 200 GeV with (A) statistical, (B) systematic, and (C) global

uncertainties.

Centrality pT RdA (A) -(B) +(B) (C)

(%) (GeV/c)

0− 100 0− 1 0.634 0.201 0.156 0.132 0.411

1− 2 0.821 0.201 0.176 0.169 0.255

2− 3 0.655 0.318 0.149 0.110 0.140

3− 5 0.712 0.890 0.114 0.078 0.130

0− 20 0− 5 0.677 0.211 0.173 0.128 0.164

20− 40 0− 5 0.863 0.337 0.251 0.203 0.164

40− 100 0− 5 0.811 0.218 0.223 0.174 0.164
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5.4.2 Nuclear Modification in Au+Au

The pT -integrated nuclear modification factor for J/ψ in Au+Au collisions as a func-

tion of Npart is shown in Fig. 5.13 (closed circles). The point-to-point errors are

statistical (lines) and systematic (boxes), and the systematic uncertainties are de-

scribed in Chapter 6. The shaded bands represent the uncertainty on Ncoll, and the

boxes on the vertical axis represent the normalization uncertainty from the statistical

error in p+p collisions combined with the uncertainty on σpp
inel of 8%. The results are

compared to PHENIX data [67] (open circles) and agree within errors, exhibiting a

decrease of RAA with increasing Npart.

The results are compared to predictions for the nuclear modification factor in

Au+Au based on cold nuclear matter effects only [158]. The shadowing effect deter-

mined using the EKS98 calculations [88] has been combined with an absorption cross

section σabs = 3 mb obtained from data to determine the J/ψ nuclear modification

factor in Au+Au from cold nuclear matter effects only, and the results are shown

in Fig. 5.13 (squares). The shadowing from the EKS98 is slightly smaller than that

from the EPS09, however the two are consistent within the uncertainties provided for

the EPS09 calculations. The suppression from cold nuclear matter effects has been

subtracted from the J/ψ nuclear modification factor, and this is shown in Fig. 5.14.

The central values of the STAR data indicate a suppression of 0.1− 0.2 beyond cold

nuclear matter effects, and this does not exhibit a strong centrality dependence. The

central values of the PHENIX data are consistent with no additional suppression for

Npart . 200, above which the suppression increases with Npart. However, due to the

large statistical, systematic, and global uncertainties in the STAR and PHENIX data,

a suppression beyond cold nuclear matter effects cannot be claimed.

To understand the medium modifications to J/ψ in Au+Au collisions, the nuclear

modification factor has been compared to results from Cu+Cu collisions, and this is

shown in Fig. 5.15. There are fewer participant nucleons in Cu+Cu collisions, result-

ing in a lower temperature and in-medium path length, and the Cu+Cu results are

consistent with no suppression within the current uncertainties.
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Figure 5.13: The J/ψ nuclear modification factor in Au+Au collisions (closed circles).

The results are compared to PHENIX data in |y| < 0.35 (open circles) [67]. The

predicted modification from cold nuclear matter effects is also shown (squares) [158].

The J/ψ nuclear modification factor has also been compared to theoretical pre-

dictions involving the suppression and regeneration of J/ψ from charm quarks (solid

line [159] and dashed line [154]), and the latter also includes B feed-down and formation-

time effects. The models also include cold nuclear effects, such as initial-state shad-

owing and parton scattering, and a final-state nuclear absorption of σabs = 1.5 mb and

3 mb, respectively. These are consistent with the absorption cross section extracted

from the STAR d+Au data, and the predictions in [159] decrease by 8% when using

σabs = 2.7 mb. The predictions are similar and describe the data well, indicating con-

tributions from color screening and statistical regeneration in addition to cold nuclear

matter effects. Both the data and models exhibit a decrease of RAA in more central

events from the suppression of J/ψ due to color screening.
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Figure 5.14: The J/ψ nuclear modification factor in Au+Au collisions after the sub-

traction of cold nuclear matter effects [158].

There are multiple cc̄ pairs created in central heavy ion collisions at RHIC, and the

increased number of cc̄ pairs in central collisions is expected to result in an increase

of J/ψ production at low pT from the coalescence of thermalized charm quarks. De-

pending on the formation time of J/ψ relative to the QGP, high-pT J/ψs may escape

the suppression zone leading to an enhancement in RAA at high-pT [100]. In order to

understand more about the suppression of J/ψ in heavy ion collisions and disentan-

gle modifications from color screening to those from regeneration and leakage, the pT

dependence of the nuclear modification factor has been calculated.

The nuclear modification factor for J/ψ in Au+Au collisions as a function of

transverse momentum for various collision centralities is shown in Fig. 5.16 (closed

circles). The shaded band indicates the statistical uncertainty from p+p collisions,
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Figure 5.15: The J/ψ nuclear modification factor in Au+Au collisions (closed circles).

The results are compared to STAR Cu+Cu results (open stars), published data in

|y| < 0.35 [74] (open circles), and and theoretical predictions (solid line [159] and

dashed line [154]).

and the box on the vertical axis represents the normalization uncertainty from Ncoll

and σpp
inel. The results are compared to STAR high-pT data [72] (open circles) and

PHENIX [67] (open squares), and are consistent within errors, exhibiting an increase

of RAA at high pT .

The nuclear modification factor has been compared to the same theoretical pre-

dictions for J/ψ involving a suppression due to color screening and regeneration

from charm quarks in addition to cold nuclear matter effects (solid line [159], dashed

line [154]), and these models describe the data reasonably well. The data and models

exhibit an increase for pT > 1 GeV/c, with RAA approaching unity for pT > 4 GeV/c
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Figure 5.16: The J/ψ nuclear modification factor in Au+Au collisions (closed circles).

The results are compared to STAR high-pT results [72] (open circles), published data

in |y| < 0.35 [74] (open squares), and and theoretical predictions (solid line [159] and

dashed line [154]).

in 40 − 60% central collisions. This can be explained by the escape of high-pT J/ψ

from the hot suppression region created in heavy ion collisions, or from initial-state

multiple gluon scattering which provides additional pT to the J/ψ in comparison to

p+p collisions. A significant suppression is observed for pT < 3 GeV/c for all central-

ities (RAA < 0.6 in 0− 20% and 20− 40%), which is expected to arise from the color

screening of J/ψ in the deconfined medium, and competes with various modifications

such as regeneration from charm quarks and formation time effects to create the ob-

served pT dependence. Given the current uncertainties, the data cannot distinguish

between either model prediction.
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The centrality and pT dependence of the J/ψ nuclear modification factor exhibits

some interesting features in the data and in the model predictions. The cold nu-

clear matter effects have been studied in d+Au, and have been subtracted from the

modification of J/ψ production in Au+Au collisions to determine the effects of a de-

confined medium. However, current uncertainties prevent an accurate measurement

of the modification to J/ψ production in addition to CNM effects. The J/ψ RAA has

been compared to model predictions involving several sources of modification to J/ψ

production, and these reproduce the data well. In addition to cold nuclear matter

effects, an overall suppression compatible with color screening dominates the modifi-

cation and results in a suppression of J/ψ production. The models suggest a low-pT

enhancement from regeneration, and an increase of RAA with increasing pT from the

escape of J/ψ from the suppression zone due to formation time effects, consistent with

the trend observed in data. These observations are consistent with the formation of

a QGP phase.

The J/ψ invariant yield and nuclear modification factor in Au+Au collisions are

summarized in Table 5.4. The uncertainties are separated into (A) statistical, (B) sys-

tematic, and (C) global uncertainties which arise from the uncertainty in Ncoll and

the uncertainty in the p+p cross section. The systematic uncertainties are discussed

in Chapter 6.
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Table 5.4: The J/ψ invariant yield and nuclear modification factor for |y| < 1 in

Au+Au collisions at
√
s

NN
= 200 GeV with (A) statistical, (B) systematic, and

(C) global uncertainties.

Cent. pT Yield ±(A) +(B) -(B) scale RAA (A) +(B) -(B) (C)

0− 60 0− 1 16.38 1.23 +1.60 −1.62 ×10−6 0.47 0.04 +0.05 −0.05 0.20

1− 2 7.46 0.43 +0.93 −0.94 ×10−6 0.36 0.02 +0.04 −0.05 0.09

2− 3 2.40 0.18 +0.21 −0.21 ×10−6 0.53 0.04 +0.05 −0.05 0.08

3− 4 0.66 0.07 +0.08 −0.08 ×10−6 0.50 0.06 +0.06 −0.06 0.06

4− 5 0.19 0.03 +0.02 −0.02 ×10−6 0.62 0.10 +0.07 −0.07 0.08

0− 20 0− 1 33.39 3.39 +4.12 −4.16 ×10−6 0.48 0.05 +0.06 −0.06 0.20

1− 2 14.46 1.18 +2.40 −2.42 ×10−6 0.35 0.03 +0.06 −0.06 0.09

2− 3 4.45 0.48 +0.52 −0.52 ×10−6 0.49 0.05 +0.06 −0.06 0.07

3− 4 1.10 0.20 +0.20 −0.20 ×10−6 0.41 0.07 +0.08 −0.08 0.04

4− 5 0.40 0.08 +0.06 −0.06 ×10−6 0.64 0.13 +0.09 −0.09 0.07

20− 40 0− 1 11.51 1.36 +1.02 −1.07 ×10−6 0.44 0.05 +0.04 −0.04 0.18

1− 2 5.63 0.49 +0.51 −0.53 ×10−6 0.35 0.03 +0.03 −0.03 0.10

2− 3 2.04 0.20 +0.24 −0.25 ×10−6 0.59 0.06 +0.07 −0.07 0.10

3− 4 0.67 0.09 +0.07 −0.07 ×10−6 0.66 0.09 +0.07 −0.07 0.09

4− 5 0.14 0.04 +0.02 −0.02 ×10−6 0.58 0.16 +0.10 −0.10 0.09

40− 60 0− 1 4.23 0.53 +0.55 −0.56 ×10−6 0.51 0.06 +0.07 −0.07 0.24

1− 2 2.30 0.19 +0.20 −0.22 ×10−6 0.46 0.04 +0.04 −0.04 0.15

2− 3 0.72 0.09 +0.06 −0.06 ×10−6 0.66 0.08 +0.06 −0.06 0.17

3− 4 0.21 0.04 +0.03 −0.03 ×10−6 0.65 0.11 +0.08 −0.08 0.16

4− 5 0.05 0.01 +0.01 −0.01 ×10−6 0.61 0.19 +0.18 −0.19 0.15

0− 5 0− 5 448.45 29.34 +61.71 −61.83 ×10−6 0.40 0.03 +0.05 −0.05 0.07

5− 10 0− 5 394.34 48.35 +58.60 −59.30 ×10−6 0.44 0.05 +0.06 −0.07 0.07

10− 20 0− 5 271.57 21.83 +26.81 −27.42 ×10−6 0.42 0.03 +0.04 −0.04 0.07

20− 30 0− 5 166.12 12.53 +12.90 −13.36 ×10−6 0.42 0.03 +0.03 −0.03 0.08

30− 40 0− 5 114.14 7.95 +5.89 −6.32 ×10−6 0.48 0.03 +0.02 −0.03 0.10

40− 50 0− 5 66.08 4.92 +5.23 −5.41 ×10−6 0.50 0.04 +0.04 −0.04 0.13

50− 60 0− 5 38.11 3.33 +2.23 −2.38 ×10−6 0.56 0.05 +0.03 −0.04 0.18
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Chapter 6

Systematic Uncertainties

The primary sources of uncertainty in the data analysis, yield extraction, and effi-

ciency correction for J/ψ in d+Au and Au+Au collisions are described below.

1. dE/dx Efficiency. The dE/dx electron identification efficiency is shown in

Fig 4.29 and 4.28 for d+Au and Au+Au, respectively. The uncertainty associated

with the electron dE/dx identification efficiency can be separated into several com-

ponents, and these are discussed below.

(a) Fit Constraints. In order to determine the various particle contributions

to the nσe distributions, multiple Gaussians are fitted to account for the electrons,

pions, protons and deuterons. The details and results of the fitting are described in

Appendices B.1 and B.2. There is some ambiguity in the fitting in regions where the

hadron dE/dx overlaps the electrons. Constraints on the Gaussian fit parameters

have been used in some regions to improve the fitting, and these constraints were

relaxed and varied to determine the effect on the fitting. The fit parameters were also

varied within the errors obtained by the fitting procedure, and all of these variations

resulted in an uncertainty of ∼ 2%.

(b) Momentum dependence. The mean and width of the electron nσe distribu-

tions in Au+Au exhibit a momentum dependence, which may be due to calibration
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effects, or from a residual hadron contamination underneath the electron peak that

is not removed by the TOF or photonic electron requirements. To understand this

effect, the mean and width were assumed to be constant, and fitted with a constant

function in the range 0.2 < p < 5 GeV/c. The efficiency calculated using the corre-

sponding constant mean and width resulted in a change in the final yield of 4− 6%,

which has been included in the systematics.

(b) Efficiency Calculation. The Gaussian fit parameters obtained from the nσe

distribution have been used to determine the efficiency of the nσ electron identi-

fication requirements. In Au+Au, electrons are identified using nσe only, and the

efficiency is calculated directly from the electron mean and width extracted from the

Gaussian fits. The uncertainty associated to the fitting is described above. The TOF

was not available in d+Au, and hadrons were rejected using nσe, nσp, and nσπ. The

uncertainty from the efficiency calculation of these requirements is discussed below.

The dE/dx efficiency in d+Au was calculated using a multiple Gaussian fitting

to the nσe distribution combined with a Monte Carlo simulation, and is shown in

Fig. 6.1 (right panel). The simulation was used to determine the fraction of elec-

trons and hadrons satisfying the dE/dx requirements, and this is explained in detail

in Chapter 4. The efficiency was also calculated from data without a Monte Carlo

simulation. The accepted number of electrons was obtained from the electron candi-

dates in data satisfying the dE/dx requirements, and the total number of electrons

was calculated from the Gaussian fit to the electron contribution in the nσe distri-

bution. This is illustrated in Fig. 6.1 (left panel), and shows the nσe distribution

for 3 < p < 3.2 GeV/c in d+Au (histogram) and Gaussian fits to the electron (red),

pion, (blue), and proton (green). The electron candidates from data satisfying the

dE/dx requirements are also shown (red shaded histogram), and the hadron contam-

ination can be seen by the excess counts in the data above the electron Gaussian.

The efficiency has been calculated by comparing the number of electron candidates

from data that lie below the electron Gaussian distribution to the integral of the

electron Gaussian. This method assumes that the only hadron contribution is in the
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excess above the Gaussian function, which may not be valid at low momentum. The

dE/dx efficiency obtained using this method is compared to the efficiency used to

correct the final results in Fig. 6.1 (right panel), and the two methods agree well for

p > 1.6 GeV/c. Below this, the proton dE/dx is steeply falling and overlaps the elec-

trons, resulting in an uncertainty in the estimate for the hadron contamination from

data. The difference between the two methods results in a systematic uncertainty of

∼ 14% in the final results.

e!dE/dx n
-12 -10 -8 -6 -4 -2 0 2 4 6

1

10

210

310

410

 p < 3.2 GeV/c"3  p < 3.2 GeV/c"3 

Figure 4.1: A distribution of nσe for 3.0 < p < 3.2 GeV/c. Gaussians are fitted to the data (black
histogram) to determine the electron (red), proton (green) and pion (blue) yields. Electrons passing
the dE/dx electron identification cuts are shown (red shaded histogram).

distributed according to a Gaussian distribution with a mean of 0 and a width of 1 in nσ space.

Using the previously calculated particle abundances and shapes from nσe distributions, the nσp and

nσπ values for each particle can be translated into a value for nσe. In this way, each simulated

particle is subjected to each nσ cut. The number of electrons passing the cuts is used to determine

the efficiency, and the number of hadrons passing the cuts determines the purity of the electrons.

To improve the simulation, nσe for electrons are distributed according to a Gaussian with a mean

of -0.33 and a width of 0.9, as obtained from data. The efficiency obtained from this method is used

in analysis, and is shown in Fig. 4.2 (red).

The two efficiency calculations are consistent for p > 1.5 GeV/c, but disagree at lower mo-

mentum. This is due to the significant contamination at low momentum, and the steep fall-off of

the proton dE/dx. The different efficiency calculations result in a change in the final yield of ∼ 14%.

(2) dE/dx Hit Point Efficiency

The quality of the reconstructed dE/dx relies on the number of dE/dx hit points in the TPC. To

ensure a high reconstruction quality, tracks are required to have at least 16 dE/dx hit points. The

associated efficiency is obtained from data by comparing the number of tracks which pass all of the
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Figure 4.2: The dE/dx nσ cut efficiency. The efficiency calculated by comparing tracks which pass
electron dE/dx cuts to the total number of electrons obtained from multi-Gaussian fits to the nσe

distribution is shown in black. The efficiency calculated by using the parameters from the multi-
Gaussian fit along with a Monte Carlo simulation to determine the fraction of electrons and hadrons
passing the dE/dx cuts is shown in red.

requirements listed in Table 1.4 to those which pass all the requirements but have no contraints on

the number of dE/dx hit points. The uncertainty in the final yield due to this efficiency is calculated

by comparing the final yield to the yield obtained when no requirements are placed on the number

of dE/dx hit points. The uncertainty is ∼ 6− 15%.

(3) BEMC Matching Efficiency As discussed in Chapter 3, the electron BEMC matching

efficiency is determined from a high purity data sample by calculating the fraction of electrons

matched to an energy deposit in the BEMC. The matching efficiency is also obtained by simulating

J/ψs and embedding them into real data events. Once again, input pT and rapidity spectra are sim-

ulated flat, and a reweighting of these distributions is performed using realistic distribution shapes

obtained from PYTHIA [6]. The J/ψ → e+e− decay is propogated through the STAR detector

using a full GEANT simulation, and the BEMC response to the electrons is analysed. The energy

deposited in the BEMC for electrons which pass the quality and momentum cuts previously men-

tioned has been reconstructed from a 3-tower cluster energy, which implements the same method

used in data analysis. The E/p distribution for these simulated electrons is shown in Fig. 4.3 and

29

Figure 6.1: The nσe distribution for 3 < p < 3.2 GeV/c in d+Au collisions (left)

for all particles (histogram), and for electrons satisfying the nσ requirements. The

associated efficiency (right) is obtained from data and simulation.

2. TOF Efficiency. There are several uncertainties associated with the TOF

matching efficiency and 1/β cut efficiency used to correct the Au+Au data, and these

are described below.

(a) Matching Efficiency. The TOF matching efficiency was obtained from

data, and the purity of the electrons used to obtain the efficiency was poor for

p < 1.2 GeV/c. Instead, the TOF matching efficiency was obtained from a scaled

hadron TOF matching efficiency, which provides significantly more statistics than can

be obtained using electrons. The ratio of the electron and hadron matching efficiency
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was calculated for p > 1.2 GeV/c a region where the electron purity was high. The

ratio of 1.045 was obtained and used to scale the hadron matching efficiency, which

was then used to correct the data. To determine the uncertainty on the efficiency,

the results were also obtained using the hadron efficiency without any scaling, and

using the electron efficiency with limited purity. These resulted in an uncertainty of

∼ 2 − 3% and ∼ 1%, respectively. The pseudorapidity dependence of the matching

efficiency was also investigated by correcting the data with a different number of

pseudorapidity bins, and resulted in an uncertainty of ∼ 1− 3%.

(b) 1/β Efficiency. The 1/β cut efficiency was calculated by determining the

fraction of electrons with |1/β − 1| < 0.03. This was done by obtaining a high-purity

electron sample and counting the entries in |1/β − 1| < 0.03. The efficiency was also

estimated by fitting a Gaussian function to the 1/β distribution to remove any non-

Gaussian contributions to the tails of the distribution from hadron contamination.

The centrality dependence of the efficiency was also considered, and this was found

to be a small effect (∼ 1%). The total uncertainty on the 1/β efficiency was found to

be ∼ 1− 3%.

3. BEMC Efficiency. The uncertainty due to the BEMC was primarily from

the disagreement between simulation and data. The matching and E/p cut efficiency

from simulation and data are compared in Fig. 4.33 for Au+Au collisions. The dis-

tribution of the distance between tracks and BEMC clusters from data is wider than

from simulation, and the same trend was observed in the E/p distributions in d+Au

and Au+Au. This results in an efficiency from data that is systematically lower that

that from simulation by ∼ 2− 10%. The uncertainty from the BEMC is obtained by

comparing the results obtained from simulation and data, and results in an uncer-

tainty in the final results of < 10% in d+Au collisions, and ∼ 14 − 18% in Au+Au

collisions.

4. Tracking Efficiency. The tracking efficiency of the TPC was determined

by embedding Monte Carlo J/ψs into real data events, allowing the J/ψ to decay
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into its daughter electrons, and using GEANT to model how the electrons interact

with the detector material. How well the simulation mimics the interaction between

charged particles and the TPC was determined by comparing the distributions from

simulation and data, such as nHitsF it, nHitsDedx, and DCA. These distributions

are compared in Appendices D.1 and D.2, and there is an observed shift between the

data and simulation of ∼ 1 − 2 hits. The uncertainty from the tracking efficiency

was obtained from the differences between the simulation and data, resulting in an

uncertainty of ∼ 6% in Au+Au and ∼ 12% in d+Au.

5. Yield Extraction. The J/ψ yield was obtained by subtracting a combina-

torial background from the opposite sign dielectron mass spectrum, and fitting this

with a signal shape obtained from simulation. The uncertainties associated with this

are described below.

(a) Counting. The yield was also obtained by counting the number of entries

in the dielectron mass spectrum in the range 3 < m < 3.2 GeV/c2 after background

subtraction. The number of counts was corrected using the fraction of J/ψs out-

side of this mass range (∼ 15%), which was determined using the signal shape from

simulation. This was compared to the results obtained from fitting the signal shape

from simulation to the mass spectrum, and resulted in an uncertainty of ∼ 2− 20%

in Au+Au, depending on pT and collision centrality. The uncertainty was largest

for 3 < pT < 4 GeV/c (see Fig. 6.2), and results from statistical fluctuations in the

invariant mass distribution. The comparison was performed for pT < 5 GeV/c in

0− 100% central d+Au collisions to enhance statistics and minimize the effects from

fluctuations, and resulted in an uncertainty of the J/ψ yield of 12.5%.

(b) Fitting. A mixed-event background was used in Au+Au and has been fitted

to the like-sign background in the range 2.6 < m < 3.6 GeV/c2. The signal shape

from simulation has been combined with a residual background (straight line) and fit-

ted to the background-subtracted mass spectrum in the range 2.6 < m < 3.6 GeV/c2
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to determine the J/ψ yield. The fit range for the mixed-event background and the sig-

nal shape have been varied, and result in an uncertainty on the final yield in Au+Au

of ∼ 3− 10%.

(c) Signal Shape. An additional Gaussian smearing was applied to the mo-

mentum resolution in simulation to improve the fit quality between the data and

simulation in Au+Au collisions. The additional smearing factor was determined by

performing a χ2 minimization of the signal shape to the data. The uncertainty on

the smearing coefficient was obtained from the χ2 distribution and resulted in an

uncertainty in the final yield in Au+Au of ∼ 2− 5%.

6. Efficiency Correction. The J/ψ pT spectrum in 0 − 100% central d+Au

collisions was calculated for pT < 5 GeV/c with ∆pT = 1, and corrected using the

efficiency in Fig. 4.37. Due to limited statistics, only the pT -integrated yield in each

centrality bin was calculated. The pT -integrated efficiency was calculated from an

unweighted and weighted average of the pT -dependent efficiency correction. The

weighted efficiency was determined using the J/ψ pT spectrums from PYTHIA, and

the difference in these two efficiencies resulted in an uncertainty in the final d+Au

yield of < 9%.

The statistical uncertainties from the particle identification efficiencies and the

tracking efficiency have been combined to obtain an uncertainty of 4−5%, which has

been added to the systematic uncertainties.

7. Normalization uncertainty. The nuclear modification factor was calcu-

lated by normalizing the invariant yield in d+Au and Au+Au collisions to the yield

in p+p collisions, scaled to the number of binary collisions in each centrality bin.

The normalization uncertainties include the uncertainty of the J/ψ cross section p+p

collisions of 16%, the 8% uncertainty on the inelastic cross section in p+p collisions

(σpp
inel), and the uncertainty on Ncoll, which is 12% in d+Au and 3 − 20% in Au+Au

(increasing with decreasing collision centrality). While the uncertainties on Ncoll and
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σpp
inel are correlated, they have been added in quadrature and therefore the normaliza-

tion uncertainty represents an upper limit.

The systematic uncertainties described above are summarized in Table 6.1 versus

pT for 0−100% central d+Au collisions, and in Table 6.2 for 0−60% central Au+Au

collisions. The pT and centrality dependence of the total systematic uncertainty for

J/ψ in Au+Au collisions is shown in Fig. 6.2.
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Figure 6.2: The pT and centrality dependence of the total systematic uncertainty for

J/ψ in Au+Au collisions.
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Table 6.1: The J/ψ systematic uncertainties in 0− 100% central d+Au collisions.

Source 0− 1 GeV/c 1− 2 GeV/c 2− 3 GeV/c 3− 4 GeV/c 4− 5 GeV/c

(%) (%) (%) (%) (%)

nσ fit +2.8 +1.7 +0.9 +2.5 +4.6

-1.5 -0.9 -0.5 -1.5 -2.8

nσ method +15.7 +10.5 +13.6 +7.7 +7.7

-15.4 -15.4 -10.2 -7.7 -3.4

Tracking ±11.7 ±11.7 ±11.7 ±11.7 ±11.7

Yield +12.5 +12.5 +12.5 +12.5 +12.5

Efficiency ±8.3 ±8.3 ±8.3 ±8.3 ±8.3

BEMC ±11.1 ±10.8 ±10.3 ±9.3 ±9.3
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Table 6.2: The J/ψ systematic uncertainties in 0− 60% central Au+Au collisions.

Source 0− 1 GeV/c 1− 2 GeV/c 2− 3 GeV/c 3− 4 GeV/c 4− 5 GeV/c

(%) (%) (%) (%) (%)

nσe (fit) +1.1 +1.0 +0.7 +1.5 +1.8

−1.1 −1.0 −0.7 −1.5 −1.8

nσe (const.) +5.8 +5.7 +5.4 +5.0 +4.4

−5.8 −5.7 −5.4 −5.0 −4.4

TOF +2.3 +2.8 +2.5 +2.1 +1.8

−2.3 −2.8 −2.5 −2.1 −1.8

1/β +2.2 +2.5 +1.9 +1.5 +1.3

−1.7 −2.3 −2.0 −1.7 −1.4

BEMC / E/p +13.9 +14.1 +14.5 +16.5 +17.3

−13.9 −14.1 −14.5 −16.5 −17.3

Tracking +5.9 +6.2 +6.5 +6.3 +5.9

−5.9 −6.2 −6.5 −6.3 −5.9

Efficiency +4.0 +4.0 +4.1 +4.1 +4.2

−4.3 −4.3 −4.3 −4.4 −4.4

Yield (counts) +5.2 +9.0 +1.9 +11.9 +8.4

−5.2 −9.0 −1.9 −11.9 −8.4

Yield (fit) +0.5 +0.1 +2.7 +4.0 +2.8

−0.5 −0.1 −2.7 −4.0 −2.8

Yield (smear) +1.7 +2.2 +2.6 +2.7 +1.9

−2.0 −2.5 −2.5 −2.2 −1.5
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Chapter 7

Summary

The production of J/ψ with pT < 5 GeV/c and |y| < 1 in d+Au and Au+Au colli-

sions at
√
s

NN
= 200 GeV at the STAR detector at RHIC was presented in this thesis.

The reconstruction of J/ψ has been performed via the dielectron decay channel, and

the electron identification and J/ψ reconstruction methods used in this analysis have

been described. The J/ψ pT spectrum has been calculated and compared to the

production in p+p collisions to determine the modification to J/ψ in d+Au and

Au+Au collisions. The collision centrality and transverse momentum dependence of

the yield, efficiency correction, and nuclear modification factor have been calculated

in both collision systems, and a description of the uncertainties associated with these

measurements has been provided.

The nuclear modification factor in d+Au was compared to predictions for cold

nuclear matter effects. Modifications of the nuclear parton distribution functions

were combined with a J/ψ nuclear absorption cross section of

σabs = 2.8+3.5
−2.6 (stat.) +4.0

−2.8 (syst.) +1.8
−1.1 (EPS09) mb,

which was obtained from a fit to the data using the EPS09 nPDFs [86, 98]. While the

uncertainties on the J/ψ absorption cross section are large, the results are consistent

with other measurements at the same energy [152, 156, 157].



Summary

A suppression of J/ψ production in Au+Au collisions was observed, withRAA < 0.5

in 0 − 20% central collisions. The cold nuclear matter effects obtained from d+Au

collisions have been subtracted from the J/ψ modification factor in Au+Au colli-

sions [158], and the data suggest an additional suppression of ∼ 0.1− 0.2, consistent

with the formation of a QGP phase. However, the current uncertainties prevent a

measurement of the suppression beyond cold nuclear matter effects, and more precise

data and theoretical models are needed to quantify this amount.

The nuclear modification factor in Au+Au was compared to predictions involving

various modifications to J/ψ production in heavy ion collisions in addition to the

cold nuclear matter effects measured in d+Au collisions. The models were able to

describe the J/ψ suppression in Au+Au well, and included a suppression from color

screening, regeneration of J/ψ from charm quarks in the QGP sea, feed-down from

excited states and B decay, and escape of high-pT J/ψ from the suppression zone

due to formation time effects. The color screening from a deconfined phase results

in an overall suppression which increases with increasing collision centrality. This

competes with contributions from regeneration at low-pT and high-pT leakage. These

trends are observed in the data, with RAA increasing with pT and reaching unity for

pT > 5 GeV/c in 40 − 60% central collisions. Regeneration is expected to populate

low pT , and while an increase for RAA < 1 GeV/c was observed, the current precision

does not allow for a measurement of this contribution.

In summary, the cold nuclear matter effects to J/ψ production in d+Au colli-

sions have been determined and subtracted from the modifications in Au+Au col-

lisions. However, given the current uncertainties in the data, a suppression beyond

cold nuclear matter effects could not be determined. The collision centrality and

pT dependence of the J/ψ nuclear modification factor in Au+Au collisions are in

good agreement with predictions involving the color screening of J/ψ in a deconfined

medium and the regeneration of J/ψ from the coalescence of charm quarks, and a

suppression compatible with the formation of a quark gluon plasma was observed.
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Appendix A

Heavy Ion Collisions

Nuclei that are accelerated to relativistic speeds are Lorentz contracted in the di-

rection of motion, resulting in a disk shape. As heavy ions collide, the partons in

the overlapping region of the colliding nuclei undergo inelastic collisions, converting

kinetic energy into matter and transverse energy. The rapid expansion of the collision

system creates a hot volume referred to as the fireball, in which QGP may be formed

if temperatures are sufficient. The further expansion and cooling of the system leads

to hadronization and finally freeze-out, after which particles no longer interact. The

space-time evolution of relativistic heavy ion collisions is discussed in Chapter 1 and

illustrated in Fig. 1.4. Observables in heavy ion collision experiments, such as particle

multiplicities and momentum spectra, provide information of the system after kinetic

freeze-out. These final-state distributions are related to the early collision system,

and are used to understand the evolution of the system.

The average number of particles produced in heavy ion collisions increases with

the amount overlap of nuclear matter in the collision. The degree of overlap is referred

to as the centrality of a collision. The nuclear overlap is defined by the impact param-

eter b, which describes the orthogonal distance between the nuclei centers. Incoming

nuclei in a heavy ion collision are illustrated in Fig. A.1. The number of participant

nucleons (Npart) are shown in red, and the spectator nucleons which do not partic-

ipate in the interaction are shown in blue. A central collision has a small impact
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parameter, whereas a large impact parameter indicates a peripheral collisions. As

Npart increases, the number of elementary nucleon-nucleon collisions, Ncoll, increases

as Npart
4/3 [150]. Both the increase in soft processes with Npart and of hard processes

with Ncoll contribute to particle production.

2.2. EXPERIMENTAL OBSERVABLES

acceptance) can then be used to define centrality. Figure 2.3 shows the multiplic-

Spectator Nucleon

Participating Nucleon

Impact parameter

b

Figure 2.2: A heavy-ion collision showing the impact parameter, and spectat-

ing/participating nucleons.

ity distribution for Cu+Cu
√

sNN = 200 GeV collisions applicable to this analysis.

The centrality classes are determined by binning the distribution into fractions with

respect to the total integral. For example, in figure 2.3, the area within the 0-10 %

range corresponds to a tenth of the total integral. A Cu+Cu event with a reference

multiplicity of 200 will be deemed a central event, as it lies in the 0-10% range.

Conversely, an event with a reference multiplicity of 26, will be deemed peripheral

as it lies in the 40-60% range. Algebraically, the centrality fraction is defined as

follows:

Cf =
1

Nevents

� ∞

M0

dN

dM
dM (2.3)

where Cf is the centrality fraction for events with multiplicity M0 and above. The

term in the integral represents the multiplicity distribution (number of events per

multiplicity unit), and Nevents is total number of events from which the multiplicity

distribution is derived. In figure 2.3, when M0 = 139, the corresponding centrality

24

Figure A.1: A schematic diagram of colliding nuclei, indicating the impact parameter

b, and the overlap region of the nuclei in red. Figure taken from [160].

Since the impact parameter and the number of participant nucleons cannot be

measured directly, the observed particle multiplicity is used as an indirect measure

of centrality. Glauber model calculations [147, 150] are used to relate the observed

charged particle multiplicity to the collision geometry of the nuclei. This is done

by modeling the nucleon-nucleon collisions between the participant nucleons with a

given nuclear collision geometry. The distribution of nucleons within a nucleus is

described by a Woods-Saxon distribution, where nuclei are assumed to be spherical,

and the charge distributions of protons and neutrons are assumed to be the same.

The deuteron density is modeled using a Hulthen form [161] for d+Au collisions.

2
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The Glauber model is implemented using a Monte Carlo simulation of the incoming

nuclei. Nucleons are distributed according to their density profile, and impact pa-

rameters of the nuclei are determined from the relative positions of the nuclei centers,

which are randomly selected from uniform distributions in the (x, y) plane. Nucle-

ons interact if their transverse distance is less than
√
σpp

inel/π, where σpp
inel = 42 mb is

the inelastic nucleon-nucleon cross section at 200 GeV [155]. For a given centrality

range, the average impact parameter, number of participant nucleons, and number of

nucleon-nucleon collisions is determined and equated to a range in charged particle

multiplicity which can be measured experimentally.

Cylindrical coordinates are used to describe the heavy ion collision system, with

the z axis oriented along the beam direction. The momentum distributions are sepa-

rated into components longitudinal and transverse to the beam axis. The momentum

vector of a particle (p) is separated into the longitudinal momentum (pz) and boost-

invariant transverse momentum (pT ) defined as

pz = |p| cos θ, (A.1)

pT = |p| sin θ, (A.2)

=
√
p2

x + p2
y, (A.3)

where θ is the angle between p and the beam axis (dip angle). The transverse mass,

mT , of a particle with mass m is calculated from its transverse momentum, where

mT =
√
pT

2 +m2, (A.4)

and its energy is given by

E =

√
|p|2 +m2 (A.5)

=
√
p2

z +m2
T . (A.6)

From this, the rapidity (y) of a particle can be defined:

E = mT cosh y, (A.7)

pz = mT sinh y, (A.8)

3
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from which we obtain

y =
1

2
ln

(
E + pz

E − pz

)
, (A.9)

which is additive under a Lorentz boost. This allows a direct comparison of both pT

and y distributions between experiments with different collision energies.

For unidentified particles, the pseudorapidity η is used as a similar measure to the

rapidity, where

η =
1

2
ln

(
|p|+ pz

|p| − pz

)
(A.10)

= − ln

[
tan

(
θ

2

)]
. (A.11)

In the limit where E ≈ p, the rapidity and pseudorapidity converge.

The number of particles produced (N) is quantified using the invariant yield:

N =
d3N

dΩ
, (A.12)

where d3N is the number of particles in a phase-space of volume dΩ. The boost

invariant volume element in momentum-space coordinates is

dΩ =
d3p

E
(A.13)

and the yield is given as

N = E
d3N

dp3
. (A.14)

To make use of the variables pT and y, we use the coordinate transformation

p = (px, py, pz) → (pT , φ, y) , (A.15)

where φ is the azimuthal angle subtended by pT . The transformation is defined by:

px = pT cosφ, (A.16)

py = pT sinφ, (A.17)

pz = mT sinh y. (A.18)

4
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The coefficients of the coordinate transformation from xi to x′i are obtained from the

determinant of the Jacobian matrix J , defined as

Jij =
∂xi

∂x′j
. (A.19)

For the coordinate transformation defined above, the resulting Jacobian is

J =

∣∣∣∣∣∣∣∣


cosφ sinφ pT sinh y
mT

−pT sinφ pT cosφ 0

0 0 mT cosh y


∣∣∣∣∣∣∣∣ (A.20)

= pTmT cos2 φ cosh y + pTmT sin2 φ cosh y (A.21)

= pTmT cosh y. (A.22)

It follows that

d3p

E
= J dpTdφdy

E
(A.23)

=
pTmT cosh y

E
dpT dφdy (A.24)

= pT dpT dφdy, (A.25)

and the invariant yield is then

N =
d3N

pT dpT dydφ
, (A.26)

The two dimensional invariant yield is obtained by integrating over the azimuthal

angle from 0 to 2π, and this is determined experimentally:

N =
1

2πpT

d2N

dpT dy
=

1

2πpT

N ′

∆pT ∆y
(A.27)

where N ′ is the number of particles per event, and ∆y and ∆pT describe the experi-

mental acceptance.
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To constrain nuclear modifications to J/ψ production in heavy ion collisions, the

invariant yield is compared to the J/ψ cross section in p+p collisions at the same

energy. The nuclear modification factor RAB in A+B collisions is defined by

RAB =
1

TAB

d2NAB/dpT dy

d2σpp
inel/dpT dy

, (A.28)

where TAB = 〈Ncoll〉/σpp
inel is the nuclear overlap function which takes into account the

inelastic cross section in p+p collisions (σpp
inel) and the number of binary nucleon colli-

sions in A+B (〈Ncoll〉). The production of particles originating from the initial hard

scattering of the collision are expected to scale with the number of nucleon-nucleon

collisions, resulting in RAB = 1 is there is no nuclear modification.
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dE/dx nσe Fitting

B.1 dE/dx nσe Fitting in d+Au

Multiple Gaussians have been fitted to the dE/dx distribution as a function of mo-

mentum to determine the relative particle contributions of electrons and various

hadrons. The dE/dx was normalized to the expected electron dE/dx obtained from

the Bichsel functions to obtain the probability of whether a particle is an electron

(nσe).

The electron dE/dx overlaps the kaon, proton, and deuteron dE/dx at ∼ 0.6,

∼ 1, and ∼ 1.6 GeV/c, respectively, which causes some uncertainty in the fitting

procedure. As a result, careful consideration has been taken in performing the Gaus-

sian fitting to each particle contribution by constraining the fit parameters in the

regions where the dE/dx overlaps. Electrons identified in d+Au were required to

have p > 1.2 GeV/c to remove the significant hadron contamination below this. The

nσe fitting in d+Au was performed for p > 1 GeV/c, and in this range the kaons

cannot be distinguished from the other hadrons and were excluded from the fit. A

complete description of the fitting procedure in d+Au is given below.

The fitting is done in an iterative way starting with fitting to the proton and

pion contributions only as these are the most abundant particles. The electron and
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deuteron contributions were excluded by fitting in the range −15 < nσe < −1. The

fitting was performed without any constraints, and the fit quality is good outside of

1.4 < p < 1.8 GeV/c, where the proton and pion dE/dx overlap.

To improve the fitting, loose requirements were placed on the fit parameters. The

proton height was required to be less than that of the pions, and the proton and

pion widths were constrained to be between 0.8 and 1.2. Polynomials were fitted

to the Gaussian fit values for the mean of the protons and pions versus momentum.

The polynomials were then used to obtain initial values for the next set of fitting

and provide fit constraints in 1.4 < p < 2.2 GeV/c and p > 3.4 GeV/c where the

fitting was poor. The fitting was repeated with these constraints, and the resulting

fit parameters were used to describe the protons and pions in subsequent fits.

The proton and pion Gaussians were then fixed to their previous fit values, with

the parameter limits set to 5 times the uncertainty on the fit values. Electrons were

then included in the fitting process, and the fitting was performed with no constraints

on the electron fit parameters. The nσe mean and width of the Gaussian fit to the

electrons were found to be mostly constant with momentum and were fitted to obtain

a value of µ ∼ −0.3, and σ ∼ 0.9, respectively.

With the electron, proton, and pion contributions determined, the deuterons were

included in the fit for p < 2 GeV/c. The deuteron statistics are limited, and sev-

eral constraints were required for the fitting to distinguish the deuteron and electron

contributions. The deuteron mean was forced to be distinct from the electron mean,

and the width to be between 0.7 and 1.3. These limits were motivated by looking

at the fits without any constraints. The nσe distributions for each momentum bin is

shown in Fig. B.1 and Fig. B.2, and the Gaussian fits describe the various particle

contributions well. The Gaussian fit parameters, which are summarized in Fig. 4.18,

have been used to determine the dE/dx electron identification efficiency and purity,

and this is described in Chapter 4.
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Figure B.1: The nσe distribution in d+Au collisions. Multiple Gaussians have been

fitted to the different particle contributions.
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Figure B.2: The nσe distribution in d+Au collisions. Multiple Gaussians have been

fitted to the different particle contributions.
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B.2 dE/dx nσe Fitting in Au+Au

A similar approach to fitting the nσe distribution in d+Au described in Appendix B.1

has been used for the nσe distribution in Au+Au collisions. To remove contributions

from heavier particles such as protons, kaons, and deuterons, the TOF has been used

to select electrons by requiring |1/β − 1| < 0.03 in Au+Au, which was not available

in the d+Au data. Furthermore, the pair-wise mass of tracks was required to be less

than 10 MeV/c2 to enhance the electron purity by select on electrons from photonic

conversions. As a result, there was less uncertainty in the Gaussian fitting to the nσe

distribution in Au+Au as compared to Au+Au, as most of the hadron contamina-

tion has been removed from the regions where the dE/dx of electrons and hadrons

overlaps. However, due to the large range of multiplicities in Au+Au collisions, the

centrality dependence of the nσe distribution has been taken into account, which was

not necessary for d+Au collisions. Loose constraints have been applied to the fit

parameters to improve the fitting, and these are described below.

For momentum p < 1.8 GeV/c, only electrons and pions are taken into account in

the fitting, and are fitted in the range −10 < nσe < 2 to exclude merged tracks with

large dE/dx. The TOF 1/β and photonic electron requirements remove the majority

of the kaons, deuterons, and protons at low momentum. An additional Gaussian

can be included in the fit to take into account merged pions which have a value of

nσe ∼ 5. However, there is a non-Gaussian contribution to this nσe region which

cannot easily be accounted for. Thus it is more appropriate to only fit the Gaussians

for nσe < 2 and exclude the merged pions. Above this momentum range, protons are

also included in the fitting. The Bichsel functions have been used to determine the

predicted mean value of the hadrons along the nσe axis, and the uncertainty from

the number of dE/dx hit points from data has been used to estimate the fit range

of the mean nσe value for the hadrons. For each centrality, the fitting is performed

without any fit parameters, and the fitting describes the data well for most momen-

tum ranges. For 1 < p < 1.8 GeV/c, there is some residual hadron contamination

under the electron distribution, and centrality-dependent constraints are placed on

11
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the fitting of the electron mean and width. These are obtained by extrapolating from

outside of this momentum range and estimating the expected mean and width. A

similar approach is taken for the protons and pions to ensure the fitting does not

confuse these contributions when their dE/dx overlaps.

The nσe distributions are shown in various momentum slices in Fig. B.3 and

Fig. B.4 for 0 − 60% central Au+Au collisions. Gaussian functions have been fitted

to the various particle contributions, indicated by the lines, and the fit range of the

Gaussian mean for each particle is indicated by the shaded bands.

The Gaussian fit parameters are summarized in Fig. B.5 and Fig. B.6 for each

centrality bin, and are shown in Chapter 4 in Fig. 4.19 for 0 − 60% central colli-

sions. The efficiency of requiring −1 < nσe < 2 has been calculated from the mean

and width of the Gaussian fits to the electron contribution is also shown, and ranges

from 75 − 88%. The purity of the electron candidates with |1/β − 1| < 0.03 and

mee < 10 MeV/c2 is also shown. This is ∼ 98% for p < 1.5 GeV/c, and decreases

above 1.5 GeV/c due to the rise of the pion dE/dx.

12



APPENDIX

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610

Data
Electrons
Pions
Total

Au+Au 200 GeV0.2 < p < 0.3 GeV/c
0 - 60 %

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610 0.3 < p < 0.4 GeV/c

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610 0.4 < p < 0.5 GeV/c

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610
Data
Electrons
Pions
Total

Au+Au 200 GeV0.5 < p < 0.6 GeV/c
0 - 60 %

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610
0.6 < p < 0.7 GeV/c

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610
0.7 < p < 0.8 GeV/c

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610

Data
Electrons
Pions
Total

Au+Au 200 GeV0.8 < p < 0.9 GeV/c
0 - 60 %

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610 0.9 < p < 1.0 GeV/c

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610 1.0 < p < 1.1 GeV/c

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610

Data
Electrons
Pions
Total

Au+Au 200 GeV1.1 < p < 1.2 GeV/c
0 - 60 %

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610 1.2 < p < 1.4 GeV/c

eσdE/dx n
-8 -6 -4 -2 0 2 4 6 8

C
ou

nt
s

1

10

210

310

410

510

610
1.4 < p < 1.6 GeV/c

Figure B.3: The nσe distribution in 0 − 60% central Au+Au collisions. Multiple

Gaussians have been fitted to the different particle contributions.13
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Figure B.4: The nσe distribution in 0 − 60% central Au+Au collisions. Multiple

Gaussians have been fitted to the different particle contributions.



p (GeV/c)
0 1 2 3 4 5

H
ei

gh
t

1

10

210

310

410

510

610

Electrons
Pions
Protons

Au+Au 200 GeV 0-5%

p (GeV/c)
0 1 2 3 4 5

M
ea

n

-6

-4

-2

0

2

4

6

8

p (GeV/c)
0 1 2 3 4 5

W
id

th

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

p (GeV/c)
0 1 2 3 4 5

0.6

0.7

0.8

0.9

1

1.1

1.2
Efficiency
Purity

Au+Au 200 GeV
0-5%

p (GeV/c)
0 1 2 3 4 5

H
ei

gh
t

1

10

210

310

410

510

610

Electrons
Pions
Protons

Au+Au 200 GeV 5-10%

p (GeV/c)
0 1 2 3 4 5

M
ea

n

-6

-4

-2

0

2

4

6

8

p (GeV/c)
0 1 2 3 4 5

W
id

th
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

p (GeV/c)
0 1 2 3 4 5

0.6

0.7

0.8

0.9

1

1.1

1.2
Efficiency
Purity

Au+Au 200 GeV
5-10%

p (GeV/c)
0 1 2 3 4 5

H
ei

gh
t

1

10

210

310

410

510

610

Electrons
Pions
Protons

Au+Au 200 GeV 10-20%

p (GeV/c)
0 1 2 3 4 5

M
ea

n

-6

-4

-2

0

2

4

6

8

p (GeV/c)
0 1 2 3 4 5

W
id

th

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

p (GeV/c)
0 1 2 3 4 5

0.6

0.7

0.8

0.9

1

1.1

1.2
Efficiency
Purity

Au+Au 200 GeV
10-20%

p (GeV/c)
0 1 2 3 4 5

H
ei

gh
t

1

10

210

310

410

510

610

Electrons
Pions
Protons

Au+Au 200 GeV 20-30%

p (GeV/c)
0 1 2 3 4 5

M
ea

n

-6

-4

-2

0

2

4

6

8

p (GeV/c)
0 1 2 3 4 5

W
id

th

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

p (GeV/c)
0 1 2 3 4 5

0.6

0.7

0.8

0.9

1

1.1

1.2
Efficiency
Purity

Au+Au 200 GeV
20-30%

Figure B.5: From left to right: The height, mean, width, and efficiency (circles) and

purity (squares) for −1 < nσe < 2, obtained from the Gaussian functions fitted to

the electrons (circles), pions (triangles), and protons (squares) in Au+Au collisions

in 0− 5% centrality (top) to 20− 30% centrality (bottom).
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Figure B.6: From left to right: The height, mean, width, and efficiency (circles) and

purity (squares) for −1 < nσe < 2, obtained from the Gaussian functions fitted to

the electrons (circles), pions (triangles), and protons (squares), in Au+Au collisions

in 30− 40% centrality (top) to 50− 60% centrality (bottom).



Appendix C

Efficiency Plots

C.1 TOF Plots in Au+Au

The TOF mtching efficiency and 1/β cut efficiency have been determined from data.

Since a high purity electron sample cannot be obtained without the TOF for low pT ,

the matching efficiency from hadrons has been calculated. The ratio of the matching

efficiency between electrons and hadrons for p > 1.2 GeV/c has been used to scale the

hadron matching efficiency, which has been used to correct the data. A comparison

of the electron and hadron matching efficiency are shown in Fig. C.1 and Fig. C.2.

The 1/β cut efficiency has been calculated using a pure sample of electrons, and this

is shown in Fig. C.3.
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Figure C.1: The TOF matching efficiency for electrons (left) and hadrons (right)

versus pT in |η| < 1 for various centrality bins in Au+Au collisions.
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Figure C.2: The TOF matching efficiency for electrons (left) and hadrons (right)

versus η in 0.2 < p < 1.5 GeV/c for various centrality bins in Au+Au collisions.
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Figure C.3: The TOF 1/β distribution for electrons in various momentum bins (black

histogram) in Au+Au collisions. The data are fitted with a Gaussian distribution

(blue line).
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C.2 BEMC Plots in Au+Au

The methods of matching electrons to the BEMC is described in Chapter 4. A pure

sample of electrons is obtained by requiring 0 < nσe < 2 and placing a pair-wise

invariant mass cut mee < 10 MeV/c2 to select on photonic electrons. The TOF was

not used to improve the electron identification as this creates a bias in the BEMC

matching efficiency. The electron tracks are projected to the BEMC and matched to

a maximum-energy tower within a cluster. The position of the cluster is determined

from the BSMD η and φ strips. The same procedure is followed in simulation using

Monte Carlo electrons embedded into real data events.

The distance between electrons and energy clusters in the BEMC for Au+Au col-

lisions is shown for various momentum bins in Fig. C.4. The distribution from data

(circles) is slightly wider than the simulation (triangles) when using the BSMD, and

the agreement improves at higher momentum. Electrons with R < 0.035 are accepted,

and their energy-to-momentum ratio is shown in Fig. C.5 for various momentum bins.

A similar trend is observed, with the data (circles) exhibiting a slightly wider dis-

tribution than simulation (triangles). The agreement improvers at higher momentum.

The efficiency of matching an electron to the BEMC with R < 0.035 has been

obtained from simulation, and the transverse momentum, centrality, and pseudora-

pidity dependence are shown in Fig. C.6.
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Figure C.4: The distance between electrons and clusters in the BEMC. The BEMC

cluster position is determined using the BSMD.
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Figure C.5: The electron energy-to-momentum ratio E/p for R < 0.035. The BEMC

cluster position is determined using the BSMD.
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Appendix D

Embedding Plots

The J/ψ tracking efficiency and acceptance, including track quality requirements on

nHitsF it, DCA, etc., are determined from simulations. Monte Carlo J/ψs are em-

bedded into real data events and decayed. Their daughter electrons are propagated

through the detector and the detector responses are obtained. The track reconstruc-

tion is performed and the reconstructed tracks associated to the Monte Carlo electrons

are subjected to the same requirements as the real data to determine the correspond-

ing efficiencies.

D.1 Embedding Plots in d+Au

The vertex position and event multiplicity are shown in Fig. D.1 (left and right panel,

respectively) for real data (circles) and simulation (triangles) in d+Au collisions. The

nHitsF it and DCA distributions of electrons from data and simulation are shown in

Fig. D.2 and Fig. D.3, respectively, for various momentum bins in d+Au collisions.

The distributions from data and simulation agree reasonably well, and the differences

are included in the systematic uncertainties.
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Figure D.1: The event vertex position (left) and charged particle multiplicity (right)

in |VZ | < 30 cm for data (circles) and embedding (triangles).
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(triangles), for various momentum bins in d+Au collisions.
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angles), for various momentum bins in d+Au collisions.
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D.2 Embedding Plots in Au+Au

The input pT and rapidity spectrum for the J/ψ are simulated by sampling a flat dis-

tribution. These are then weighted with distributions obtained from PYTHIA. The

weighted input spectra are shown in Fig. D.4. To ensure the simulation is correctly

calculating the tracking efficiency and acceptance, the distributions are compared

to a pure electron sample from data. The nHitsF it, DCA, and φ distributions of

electrons from data and simulation are shown in Fig. D.5, Fig. D.6, and Fig. D.7,

respectively, for various momentum bins in 0 − 60% central collisions. In general,

the agreement is good. There is a slight offset in the nHitsF it distribution at low-

pT , and this has a small impact on the efficiency (∼ 2 − 4%). The φ distributions

are shown for various momentum bins, and are only for negatively charged electrons

from Au+Au collisions recorded in a reversed full-field magnetic field. This is done

to emphasize the sector boundaries, as the curvature changes direction with a change

of sign or magnetic field. The distributions agree well, and the dip corresponding to

the masked sector 20 in the TPC can be seen.
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Figure D.5: The electron nHitsF it distribution from data (triangles) and simulation

(circles).
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Figure D.6: The electron DCA distribution from data (triangles) and simulation

(circles).
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Figure D.7: The electron φ distribution from data (blue) and simulation (red).
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Appendix E

Momentum Resolution

The J/ψ signal shape was determined from simulation by embedding Monte Carlo

J/ψs into real data, and results from the momentum resolution of the TPC and the

radiative energy loss of electrons (Bremsstrahlung) interacting with the material in

the detector. The J/ψ signal shape from simulation has been fitted to the dielectron

mass spectrum after background subtraction to determine the J/ψ yield, and this

is shown in Fig. E.1 for 0 − 60% central Au+Au collisions. The signal shape from

simulation has been combined with a straight line (dot-dashed line) to account for

residual background contributions from cc̄ and Drell-Yan, and the total (solid line)

is fitted to the data. The χ2 of the fit in 2.9 < m < 3.2 GeV/c2 is 33/14, and

the data suggests a slightly broader lineshape. The signal shape from simulation de-

pends on the amount of material in the detector and the momentum resolution. To

improve the agreement between the J/ψ signal shape in data and simulation, a data-

driven correction was performed by smearing the momentum resolution in simulation.

The transverse momentum resolution in Au+Au was obtained from simulation

by comparing the transverse momentum of simulated electrons and their associ-

ated reconstructed track in the detector. The momentum resolution is defined as

∆pT = (pT
MC− pT

Rec)/pT
MC, where pT

MC and pT
Rec are the Monte Carlo and recon-

structed transverse momentum, respectively. The transverse momentum resolution

for electrons in Au+Au collisions is shown in Fig. E.2 versus pT (left panel), and
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Figure E.1: The J/ψ signal (open circles) for |y| < 1 and pT < 5 GeV/c in 0− 60%

central Au+Au minimum bias collisions after mixed-event background subtraction.

integrated for pT < 10 GeV/c (right panel). The asymmetry of the resolution is due

to Bremsstrahlung of electrons in the detector material. Since the detector measures

curvature and because ∆(1/pT ) is Gaussian, the distribution of ∆pT exhibits non-

Gaussian tails for |∆pT | > 0.1.

The momentum resolution was fitted with a Gaussian distribution as a function of

pT to determine the magnitude of the resolution. The Gaussian was fitted in the range

−0.1 < ∆pT < 0.1 to remove the non-Gaussian tails in ∆pT . The width of the Gaus-

sian fit is shown as a function of pT in Fig. E.3. At higher momentum, the resolution

increases linearly and is dominated by the TPC resolution ∼ 1/pT . For p < 1 GeV/c,

the resolution is dominated by multi-Coulomb scattering, which increases towards

low-pT . The resolution is fitted with a straight line for pT > 1.5 GeV/c to obtain a

resolution of ∆pT ≈ 0.6% + 0.2%× pT .
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Figure E.2: The transverse momentum resolution for electrons in Au+Au collisions

versus pT (left panel), and for pT < 10 GeV/c (right panel).

A data-driven correction has been performed to improve the agreement between

the signal shape from data and simulation in Au+Au collisions. This is done by in-

cluding an additional Gaussian smearing of the form σ·pT to the electron pT resolution

and reconstructing the resulting J/ψ mass spectrum. The resulting signal shape was

fitted to the minimum bias Au+Au data in 0 − 60% centrality as a function of the

smearing coefficient σ, and a χ2 minimization has been performed to determine the

most probable smearing coefficient. The χ2 distribution is shown in Fig. E.4, and a

value for the smearing coefficient of σ = 0.61% ± 0.1% has been obtained from the

χ2 minimization. This method has not been applied to the d+Au data, as the agree-

ment between the simulation and data is consistent within errors and the statistical

fluctuations in the data result in a large uncertainty on the smearing coefficient.

The transverse momentum resolution of electrons from simulation has been smeared

according to a Gaussian with a width of 0.61% × pT , and the resulting J/ψ signal

shape in Au+Au has been fitted to the J/ψ signal from data to determine the J/ψ

yield. This is shown in Fig. E.5 for the minimum bias 0− 60% central collisions. The
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Figure E.3: The width of the transverse momentum resolution from simulation for

electrons in Au+Au collisions. A straight line is fitted to the distribution for pT >

1.5 GeV/c.

χ2 of the fit to the J/ψ signal shape in Au+Au collisions has improved from 33/14

to 6/14 after applying the additional smearing to the momentum resolution.
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Figure E.4: The χ2 between the J/ψ signal shape from data and simulation with an

additional Gaussian smearing added to the electron momentum resolution.
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Figure E.5: The J/ψ signal for |y| < 1 and pT < 5 GeV/c (open circles) in mini-

mum bias 0− 60% central Au+Au collisions. An additional momentum resolution of

0.61%× pT has been included in the J/ψ signal shape from simulation (dashed line).
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Signal Plots

F.1 Signal Plots in d+Au

The dielectron invariant mass spectrum in d+Au collisions has been obtained using

the electron identification requirements in Table 4.7. This is obtained for various

momentum bins in 0 − 100% central collisions, and for pT < 5 GeV/c in various

centrality bins, and the results have been obtained without and with the use of the

BEMC, respectively. The combinatorial background from like-sign pairs (closed tri-

angles) is subtracted from the opposite-sign dielectrons (open circles) to obtain the

J/ψ signal.

The J/ψ signal obtained after like-sign background subtraction is shown for vari-

ous momentum bins in 0− 100% central collisions, and for pT < 5 GeV/c in various

centrality bins, and the results have been obtained without and with the use of the

BEMC, respectively. The J/ψ signal shape, determined from simulation (dashed

line) has been combined with a straight line (dot-dashed line) to account for residual

background contributions, and the total (solid line) is fitted to the data (open circles).
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Figure F.1: The dielectron mass spectrum in d+Au collisions before background

subtraction (no BEMC) for various pT and centrality bins.
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Figure F.2: The dielectron mass spectrum in d+Au collisions before background

subtraction (with BEMC) for various pT and centrality bins.
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Figure F.3: The dielectron mass spectrum in d+Au collisions after background sub-

traction (no BEMC) for various pT and centrality bins.
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Figure F.4: The dielectron mass spectrum in d+Au collisions after background sub-

traction (with BEMC) for various pT and centrality bins.
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F.2 Signal Plots in Au+Au

The dielectron mass spectrum (open circles) in Au+Au collisions has been obtained

using the electron identification requirements in Table 4.8. The mixed-event back-

ground (downward triangles) is fitted to the like-sign background (upward triangles)

and subtracted from the opposite-sign mass spectrum to obtain the J/ψ signal.

The J/ψ signal has been obtained by subtracting the mixed-event background

from the dielectron mass spectrum. The J/ψ signal shape, determined from simula-

tion and combined with an additional Gaussian smearing of width 0.61%×pT (dashed

line), has been combined with a straight line (dot-dashed line) to account for residual

background contributions, and the total (solid line) is fitted to the data (open circles).
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Figure F.5: The dielectron mass spectrum in Au+Au collisions before background

subtraction for various pT and centrality bins.
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Figure F.6: The dielectron mass spectrum in Au+Au collisions after background

subtraction for various pT and centrality bins.
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